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About This Software Operation Manual
This manual contains all the information you need to initially configuring and
monitoring the Alnico RAID.

Task Map

1. Prepare
Refer to Software Operation Manual and Hardware Installation Guide, let
yourself know the features, capabilities of Alnico RAID and make sure you
have everything on hand.

2. Install Hardware
Install the Alnico RAID Subsystem. Refer to:

Hardware Installation Guide

3. Configuration
To create a RAID set and define a volume set via LCD display front panel,
remote utility or 10/100 base-T Ethernet.

4. Make a Record

Be sure to clearly write down every items of the configuration, it will help
you to rescue the data back in case of RAID fail up.

Symbols in Text
These symbols may be found throughout this guide. They have the following
meanings.

0 Caution

This icon indicates that failure to follow directions could result in
Caution o . . .
personal injury, damage to your equipment or loss of information.

il
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O Note

NOTE Th_is icon presents commentary, sidelights, or interesting points
of information. .

Important terms, commands and programs are put in Boldface font.x.
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Chapter 1. Introduction

Chapter 1. INTRODUCTION

This chapter provides a brief introduction of Array Definition and RAID concept.

1.1 Features

Alnico 6 Series iSCSI RAID Subsystem:
AL-6080i: Gigabit LAN (x2) -to- SATA |l 8 bay
AL-6120i: Gigabit LAN (x2) -to- SATAIl 12 bay

Alnico 8 Series iSCSI RAID Subsystem:
AL-8121i: Gigabit LAN (x4) -to- SAS/SATA Il 12 bay
AL-8161i: Gigabit LAN (x4) -to- SAS/SATA Il 16 bay

Alnico iSCSI RAID features:
*RAID6/10/30/50/60

* Snapshot / Rollback / Snapshot Export.

* Remote replication for client

* SAS support with SATA-II backward compatible.

* N-way mirror.

* On-line volume expansion and RAID level migration.
* Global/dedicated cache configuration by volume.

* S.M.A.R.T. enabled.

* Support SES.

* Support Microsoft VSS (Volume Shadow Copy Service, model dependent).
* Disk roaming.

* MPIO ready (initiator driver support is needed).

* MC/S ready (initiator driver support is needed).

* Support iISCSI header and data digest.

* Support CHAP authentication.

* Support Link Aggregation Trunking / LACP.
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Alnico iSCSI RAID connects to the host system in iSCSI interface. It can be
configured to any RAID level, including RAID 6, and provides reliable data
protection for servers. The RAID 6 function allows two HDD failures without any
impact on the existing data. Data can be recovered from the remaining data and
parity drives. (Data can be recovered from the rest disks/drives.)

Snapshot is a fully usable copy of a defined collection of data that contains an
image of the data as it appeared at the point in time, which means a
point-in-time data replication. It provides consistent and instant copies of data
volumes without any system downtime. AL-60801i / AL-6120i / AL-8121i /
AL-8161i can keep up to 512 snapshots. Rollback feature is provided for
restoring the previously-snapshot data easily while continuously using the
volume for further data access. The data access is regular as usual including
read/write without any impact to end users. The snapshot function does not
require any proprietary agents installed at host side, but is taken at target side
and done by iSCSI controller inside. It will not consume any host CPU time thus
the server is dedicated to the specific or other application. The snapshot copies
can be taken manually or by schedule every hour or every day, depends on the
modification.

Alnico iSCSI RAID is a cost-effective disk array with completely integrated
high-performance and data-protection capabilities which meet or exceed the
highest industry standards, and the best data solution for small/medium
business (SMB) users.

1.2 Terminology

The document use the following terms

RAID

RAID is the abbreviation of “Redundant Array of Independent
Disks”. There are different RAID levels with different degree of
the data protection, data availability, and performance to host
environment.

PD

The Physical Disk belongs to the member disk of one specific
RAID group.

RG

Raid Group is created to decide the RAID Level and the number
of hard drives used for that RAID Level. Raid Group must be
created prior to the creation of Virtual Disk.

VD

Virtual Disk is equal to volume disk for the operating system to
use. Without RG, VD can’t be created.
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CM Cache Memory. Controller takes the onboard memory for cache
memory usage in a smart way that the cache size can be auto
adjusted invisibly for the max performance.

LUN Logical Unit Number. A logical unit number (LUN) is a unique
identifier which enables it to differentiate among separate
devices (each one is a logical unit).

GUI Graphic User Interface.

RAID width, || RAID width, copy and row are used to describe one RG.
RAID copy, .

RAID  row | E9°

(RAID cell in || One 4-disk RAID 0 volume: RAID width=4; RAID copy=1; RAID
one row) row=1.

One 3-way mirroring volume: RAID width=1; RAID copy=3;
RAID row=1.

One RAID 10 volume over 3 4-disk RAID 1 volume: RAID
width=1; RAID copy=4; RAID row=3

RAID width=1; RAID copy=4; RAID row=3.

WT Write-Through cache-write policy. A caching technique in which
the completion of a write request is not signaled until data is
safely stored in non-volatile media. Each data is synchronized in
both data cache and accessed physical disks.

WB Write-Back cache-write policy. A caching technique in which the
completion of a write request is signaled as soon as the data is in
cache and actual writing to non-volatile media occurs at a later
time. It speeds up system write performance but needs to bear
the risk where data may be inconsistent between data cache
and the physical disks in one short time interval.

RO Set the volume to be Read-Only.

DS Dedicated Spare disks. The spare disks are only used by one
specific RG. Others could not use these dedicated spare disks
for any rebuilding purpose.

GS Global Spare disks. GS is shared for rebuilding purpose. If some
RGs need to use the global spare disks for rebuilding, they could
get the spare disks out from the common spare disks pool for
such requirement.

DC Dedicated Cache.

GC Global Cache.
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DG DeGraded mode. Not all of the array’s member disks are
functioning, but the array is able to respond to application read
and write requests to its virtual disks.

SCsl Small Computer Systems Interface.

SAS Serial Attached SCSI.

iSCSI Internet Small Computer Systems Interface.
SAS Serial Attached SCSI.

FC Fibre Channel.

S.MAR.T. Self-Monitoring Analysis and Reporting Technology.

WWN World Wide Name.

HBA Host Bus Adapter.

SAF-TE SCSI Accessed Fault-Tolerant Enclosures.

SES SCSI Enclosure Services.

NIC Network Interface Card.

LACP Link Aggregation Control Protocol.

MPIO Multi-Path Input/Output.

MC/S Multiple Connections per Session

MTU Maximum Transmission Unit.

CHAP Challenge Handshake Authentication Protocol. An optional

security mechanism to control access to an iSCSI storage
system over the iISCSI data ports.

iSNS Internet Storage Name Service.

1.3 ISCSI Introduction

iISCSI (Internet SCSI) is a protocol which encapsulates SCSI (Small Computer
System Interface) commands and data in TCP/IP packets for linking storage
devices with servers over common IP infrastructures. iSCSI provides high
performance SANs over standard IP networks like LAN, WAN or the Internet.
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IP SANs are true SANs (Storage Area Networks) which allow few of servers to
attach to an infinite number of storage volumes by using iSCSI over TCP/IP
networks. IP SANs can scale the storage capacity with any type and brand of
storage system. In addition, using any type of network (Ethernet, Fast Ethernet,
Gigabit Ethernet) and combining operating systems (Microsoft Windows, Linux,
Solaris, ...etc.) within the SAN network. IP-SANs also include mechanisms for
security, data replication, multi-path and high availability.

Storage protocol, such as iSCSI, has “two ends” in the connection. These ends
are the initiator and the target. In iSCSI we call them iSCSI initiator and iSCSI
target. The iSCSI initiator requests or initiates any iSCSI communication. It
requests all SCSI operations like read or write. An initiator is usually located on
the host/server side (either an iISCSI HBA or iSCSI SW initiator).

The iSCSI target is the storage device itself or an appliance which controls and
serves volumes or virtual volumes. The target is the device which performs
SCSI commands or bridges it to an attached storage device. iSCSI targets can
be disks, tapes, RAID arrays, tape libraries, and etc.

iSCSI device 1 iSCSI device 2
(taraet) (taraet)

The host side needs an iSCSl initiator. The initiator is a driver which handles the
SCSil traffic over iSCSI. The initiator can be software or hardware (HBA). Please
refer to the certification list of iISCSI HBA(s) in Appendix A. OS native initiators
or other software initiators use the standard TCP/IP stack and Ethernet
hardware, while iISCSI HBA(s) use their own iSCSI and TCP/IP stacks on
board.
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Hardware iSCSI HBA(s) would provide its initiator tool. Please refer to the
vendors’ HBA user manual. Microsoft, Linux and Mac provide software iSCSI
initiator driver. Below are the available links:

Link to download the Microsoft iISCSI software initiator:

http://www.microsoft.com/downloads/details.aspx?FamilylD=12cb3c1a-15d6-4
585-b385-befd1319f825&DisplayLang=en

Please refer to Appendix A & B for Microsoft iSCSI initiator installation
procedure.

Linux iSCSI initiator is also available. For different kernels, there are different
iSCSI drivers. Please check Appendix A & B for software iSCSI initiator
certification list. If user needs the latest Linux iSCSI initiator, please visit
Open-iSCSI project for most update information. Linux-iSCSI (sfnet) and
Open-iSCSI projects merged in April 11, 2005.

Open-iSCSI website: http://www.open-iscsi.org/
Open-iSCSI README: http://www.open-iscsi.org/docs/README

Features: http://www.open-iscsi.org/cgi-bin/wiki.pl/Roadmap

Support Kernels:

http://www.open-iscsi.org/cqgi-bin/wiki.pl/Supported Kernels

Google groups:

http://groups.google.com/group/open-iscsi/threads?gvc=2

http://groups.google.com/group/open-iscsi/topics

Open-iSCSI Wiki: http://www.open-iscsi.org/cgi-bin/wiki.pl

ATTO iSCSI initiator is available for Mac.

Website: http://www.attotech.com/xtend.html

1.4 RAID Concept

RAID is an acronym for Redundant Array of Independent Disks. It is an array of
multiple independent hard disk drives that provide high performance and fault
tolerance. The RAID subsystem controller implements several levels of the
Berkeley RAID technology. An appropriate RAID level is selected when the


http://www.microsoft.com/downloads/details.aspx?FamilyID=12cb3c1a-15d6-4585-b385-befd1319f825&DisplayLang=en
http://www.microsoft.com/downloads/details.aspx?FamilyID=12cb3c1a-15d6-4585-b385-befd1319f825&DisplayLang=en
http://www.open-iscsi.org/
http://www.open-iscsi.org/docs/README
http://www.open-iscsi.org/cgi-bin/wiki.pl/Roadmap
http://www.open-iscsi.org/cgi-bin/wiki.pl/Supported_Kernels
http://groups.google.com/group/open-iscsi/threads?gvc=2
http://groups.google.com/group/open-iscsi/topics
http://www.open-iscsi.org/cgi-bin/wiki.pl
http://www.attotech.com/xtend.html
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volume sets are defined or created. This decision is based on disk capacity,
data availability (fault tolerance or redundancy), and disk performance. The
following are the RAID levels which are supported in the RAID subsystem.

The RAID subsystem controller makes the RAID implementation and the disks’
physical configuration transparent to the host operating system. This means
that the host operating system drivers and software utilities are not affected,
regardless of the RAID level selected. Correct installation of the disk array and
the controller requires a proper understanding of RAID technology and the
concepts.

1.2.1RAIDO

RAID 0, also referred to as striping, writes stripping of data across multiple disk
drives instead of just one disk drive. RAID 0 does not provide any data
redundancy, but does offer the best high-speed data throughput. RAID 0 breaks
up data into smaller blocks and then writes a block to each drive in the array.
Disk striping enhances performance because multiple drives are accessed
simultaneously; but the reliability of RAID Level 0 is less than any of its member
disk drives due to its lack of redundancy.

Physical Disks Logical Disk

Striped Disks

- Y

il

1.2.2RAID 1

RAID 1 also known as “disk mirroring”, data written to one disk drive is
simultaneously written to another disk drive. Read performance may be
enhanced if the array controller can parallel accesses both members of a
mirrored pair. During writes, there will be a minor performance penalty when
compared to writing to a single disk. If one drive fails, all data (and software
applications) are preserved on the other drive. RAID 1 offers extremely high
data reliability, but at the cost is doubling the required data storage capacity.


http://www.discovery-uk.com/Raidhelp/online/understandingparity.htm
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Physical Disks

Mirrored Disks

Ve
80 GB
Block A

Logical Disk

1.2.3 RAID 0+1

RAID 0+1 is a combination of RAID 0 and RAID 1, combing stripping with disk
mirroring. RAID Level 10 combines the fast performance of Level 0 with the data
redundancy of Leve1 1. In this configuration, data is distributed across several
disk drives, similar to Level 0, which are then duplicated to another set of drive
for data protection. RAID 0+1 provides the highest read/write performance of
any of the Hybrid RAID levels, but at the cost of doubling the required data

storage capacity.

Physical Disks
Striping with Mirroring

4 NStriped Disks N

'd Striped Disks I
80 GB 80 GB
Mirrored Block A Wirrored Block B
Mirrored Block €

rrored Block

rored Blocl

\
__7_7 Block _'_7_7__, L\ Mirroring __7_7_ B =
ol ‘\‘ Block F

Logical Disk

160 GB

Block A

1.2.4 N-way mirroring

Extension to RAID 1 level. It has N copies of the disk.
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1.2.5 RAID 3

RAID 3 provides disk striping and complete data redundancy through a
dedicated parity drive. RAID 3 breaks up data into smaller blocks, calculates
parity by performing an exclusive-or on the blocks, and then writes the blocks to
all but one drive in the array. The parity data created during the exclusive-or is
then written to the last drive in the array. If a single drive fails, data is still
available by computing the exclusive-or of the contents in the corresponding
strips of the surviving member disk. RAID-3 is best for applications that require
very fast data- transfer rates or long data blocks

Physical Disks Logical Disk

Striped Disks with Dedicated Parity

Block A
BlockB

Striped Disks Dedicated
Parity Disk

80 GB
L Parity A B

. BlockC,D
Block E, F

iD 3

b BlockD

_ BlockE _

1.2.6 RAID 5

RAID 5 is sometimes called striping with parity at block level. In RAID 5, the
parity information is written to all of the drives in the subsystems rather than
concentrated on a dedicated parity disk. If one drive in the system fails, the
parity information can be used to reconstruct the data from that drive. All drives
in the array system can be used to seek operation at the same time, greatly
increasing the performance of the RAID system.
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Physical Disks Logical Disk

160 GB
Block A

Blocke_

Striped Disks with Parity

Parity A, B Y.
Block D
Block F Block F

1.2.7 RAID 6

A RAID 6 array is essentially an extension of a RAID 5 array with a second
independent distributed parity scheme. Data and parity are striped on a block
level across multiple array members, just like in RAID 5, and a second set of
parity is calculated and written across all the drives. As larger disk arrays are
considered, it is desirable to use stronger codes that can tolerate multiple disk
failure. When a disk fails in a parity protected disk array, recovering the contents
of the failed disk requires successful reading on the contents of all no-failed
disks. RAID 6 provides an extremely high fault tolerance, and can sustain two
simultaneous drive failures without downtime or data loss. This is a perfect

solution when data is mission-critical.

Physical Disks Logical Disk

160 GB

. . . . Block A
Striped Disks with Dual Parity
_Block B
—‘.\ -7_77_7_
80 GB
d K Bocka | K Bocks Bl I 01 Parity r =3
L BlockC L BlockD ID 6
L BlockF

1.2.8 RAID X0
RAID level-X0 (available only on Alnico 8 Series) refers to RAID level- 10, 30,
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50 and 60. RAID X0 is a combination of multiple RAID x volume sets with RAID
0 (striping). Striping helps to increase capacity and performance without adding
disks to each RAID x array. The operating system uses the spanned volume in
the same way as a regular volume. Up to one drive in each sub-volume (RAID 1,
3 or 5) may fail without loss of data. Up to two drives in each sub-volume (RAID
6) may fail without loss of data.

The following illustration is an example of a RAID level-XO0 logical drive.

RAID X Volumes ( X=1, 3, 5, 6) RAID Volume { RAID 10, 30, 50, 60 )

Striped Volumes

80 GB
. Block A

Block B

-

RAID level-X0 allows more physical drives in an array. The benefits of doing so
are larger volume sets, increased performance, and increased reliability.

RAID level-30 50 and 60 can support up to eight
sub-Volumes.

MHOTE If the volume is RAID level-30, 50, or 60, you cannot change
the volume to another RAID level. If the volume is RAID
level-0, 1, 1E, 3, 5, or 6, you cannot change the volume to
RAID level-30, 50, or 60.

1.2.9 Summary of RAID Levels

RAID subsystem supports RAID Levels 0, 1, 1E, 3, 5, 6, 30, 50 and 60. The
following table provides a summary of RAID levels

11
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data protection

RAID |Description Disks requirement |Data Reliability
(Cost)
Level
0 |Also known as stripping. N * No data
Data distributed across multiple drives in the array. There is no Protection.

with RAID 0 (striping)

1 |Also known as mirroring. 2 * Lower than RAID 6.
All data replicated on N Separated disks. N is almost always 2. * Higher than
This is a high availability Solution, but due to the 100% RAID 3, 5.
duplication, it is also a costly solution.
0+1 |Also known Block-Interleaved Parity. N (N>2) * Lower than RAID 6.
Data and parity information is subdivided and distributed * Higher than
across all disk. Parity must be the equal to the smallest disk RAID 3.5
capacity in the array. Parity information normally stored on a e
dedicated parity disk.
3 |Also known Bit-Interleaved Parity. N+1 * Lower than RAID 1, 10, 6;
Data and parity information is subdivided and distributed
across all disk. Parity must be the equal to the smallest disk * Higher th indle dri
capacity in the array. Parity information normally stored on a igher than a single drive.
dedicated parity disk.
5 |Also known Block-Interleaved Distributed Parity. N+1 * Lower than RAID 1, 10,
and 6.
Data and parity information is subdivided and distributed
across all disk. Parity must be the equal to the smallest disk
capacity in the array. Parity information normally stored on a * Higher th indle dri
dedicated parity disk. igher than a single drive.
6 |AS RAID level 5, but with additional independently computed |[N+2 * Highest of all listed
redundant information alternatives.
30 | RAID 30 is a combination multiple RAID 3 volume sets (N+1) "2 Up to one disk failure in
with RAID 0 (striping) each sub-volume
50 | RAID 50 is a combination multiple RAID 5 volume sets (N+1)*2 Up to one disk failure in
with RAID 0 (striping) each sub-volume
60 | RAID 60 is a combination multiple RAID 6 volume sets (N+2) *2 Up to two disk failure in

each sub-volume

1.2.10 Rebuild

If one physical disk of the RG which is set as protected RAID level (e.g.: RAID 3,
RAID 5, or RAID 6) is FAILED or has been unplugged/removed, then the status
of RG is changed to degraded mode, the system will search/detect spare disk to
rebuild the degraded RG to a complete one. It will detect dedicated spare disk
as rebuild disk first, then global spare disk.

Alnico iSCSI RAID support Auto-Rebuild. The following is the scenario:

12
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Take RAID 6 for example:

When there is no global spare disk or dedicated spare disk in the system,
controller will be in degraded mode and wait until (A) there is one disk assigned
as spare disk, or (B) the failed disk is removed and replaced with new clean disk,
then the Auto-Rebuild starts. The new disk will be a spare disk to the original RG
automatically.

If the new added disk is not clean (with other RG information), it would be
marked as RS (reserved) and the system will not start "auto-rebuild".

If this disk is not belonging to any existing RG, it would be FR (Free) disk and the
system will start Auto-Rebuild.

If user only removes the failed disk and plugs the same failed disk in the same
slot again, the auto-rebuild will start running. But rebuilding in the same failed
disk may impact customer data if the status of disk is unstable. We suggests all
customers not to rebuild in the failed disk for better data protection.

When there is enough global spare disk(s) or dedicated spare disk(s) for the
degraded array, controller starts Auto-Rebuild immediately. And in RAID 6, if
there is another disk failure occurs during rebuilding, controller will start the
above Auto-Rebuild process as well. Auto-Rebuild feature only works at that the
status of RG is "Online". It will not work at “Offline”. Thus, it will not conflict
with the “Roaming”.

In degraded mode, the status of RG is “ Degraded” . When rebuilding, the status
of RG/VD will be “Rebuild”, the column “R%” in VD will display the ratio in
percentage. After complete rebuilding, the status will become “Online”. RG will
become completely one.

“Set dedicated spare” is not available if there is no RG or only
RG of RAID 0, JBOD, because user can not set dedicated
spare disk to RAID 0 & JBOD.
HOTE

Sometimes, rebuild is called recover; they are the same meaning. The following
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table is the relationship between RAID levels and rebuild.

RAID O Disk striping. No protection for data. RG fails if any hard
drive fails or unplugs.

RAID 1 Disk mirroring over 2 disks. RAID 1 allows one hard drive
fails or unplugging. Need one new hard drive to insert to the
system and rebuild to be completed.

N-way mirror Extension to RAID 1 level. It has N copies of the disk. N-way
mirror allows N-1 hard drives failure or unplugging.

RAID 3 Striping with parity on the dedicated disk. RAID 3 allows one
hard drive failure or unplugging.

RAID 5 Striping with interspersed parity over the member disks.
RAID 5 allows one hard drive failure or unplugging.

RAID 6 2-dimensional parity protection over the member disks.
RAID 6 allows two hard drives failure or unplugging. If it
needs to rebuild two hard drives at the same time, it will
rebuild the first one, then the other in sequence.

RAID 0+1 Mirroring of RAID 0 volumes. RAID 0+1 allows two hard
drive failures or unplugging, but at the same array.

RAID 10 Striping over the member of RAID 1 volumes. RAID 10
allows two hard drive failure or unplugging, but in different
arrays.

RAID 30 Striping over the member of RAID 3 volumes. RAID 30
allows two hard drive failure or unplugging, but in different
arrays.

RAID 50 Striping over the member of RAID 5 volumes. RAID 50
allows two hard drive failures or unplugging, but in different
arrays.

RAID 60 Striping over the member of RAID 6 volumes. RAID 40

allows four hard drive failures or unplugging, every two in
different arrays.

JBOD The abbreviation of “Just a Bunch Of Disks”. No data
protection. RG fails if any hard drive failures or unplugs.

1.2.11 Disk roaming
RAID subsystem supports RAID Levels 0, 1, 1E, 3, 5, 6, 30, 50 and 60. The
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following table provides a summary of RAID levels.

Physical disks can be re-sequenced in the same system or move all physical
disks from system-1 to system-2. This is called disk roaming. System can
execute disk roaming online. Please follow the procedures.

1. Select “/ Volume configuration / RAID group”.

2. Mouse moves to the gray button next to the RG number; click
“Deactivate”.

Move all PDs related to the RG to another system.
Mouse moves to the gray button next to the RG number; click “Activate”.

Done.

Disk roaming has some constraints as described in the followings:

Check the firmware of two systems first. It is better that both systems have the
same firmware version or newer.

All physical disks of related RG should be moved from system-1 to system-2
together. The configuration of both RG and VD will be kept but LUN
configuration will be cleared in order to avoid conflict with system.

The off-line RG from the AL-8161i and 8121i can’'t be moved
to the AL-6080i and 6120i. Contrariwise.

HOTE
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Chapter 2. Configuration Methods

2.1 Qverview

After the hardware installation, the SAS (or SATA) disk drives installed to the
RAID must be configured and the volume set units initialized before they are
ready to use. This can be accomplished by one of the following methods:

. Front LCD control module

. Remote utility connected through the Console Serial Port (VT-100 or
Hyper terminal)

. Using Remote Control-Secure Sell (SSH) through the controller’s
10/100 Ethernet LAN port .

. Web GUI RAID manager via the controller’s 10/100 Ethernet LAN port.

Those user interfaces can access the built-in configuration and administration
utility that resides in the controller’s firmware. They provide complete control
and management of the controller and disk arrays, eliminating the need for
additional hardware or software.

There are two sets of login account supported by Alnico RAID iSCSI RAID:
Login name: admin

Default password: 0000

Or login with read-only account which only allows reading the configuration and
cannot change setting.

Login name: user

Default password: 1234

The RAID subsystem allows only one method to access
menus at a time.

HOTE

2.2 Front LCD control module

The front panel keypad and liquid crystal display (LCD) is the primary user
interface for the RAID subsystem. All configuration and management of the

10
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RAID and its properly connected disk arrays can be performed from this
interface.

The front panel keypad and LCD are connected to the RAID subsystem to
access the built-in configuration and administration utility that resides in the
controller’s firmware. Complete control and management of the array’s physical
drives and logical units can be performed from the front panel, requiring no
additional hardware or software drivers for that purpose.

This Chapter provides, in quick reference form, procedures that use the built-in
LCD panel to configure and operate the controller.

A touch-control keypad and a liquid crystal display (LCD) mounted on the front
panel of the RAID subsystem is the primary operational interface and monitor
display for the disk array controller. This user interface controls all configuration
and management functions for the RAID subsystem controller and for all SAS
(or SATA) disk array subsystems to which it is properly connected.

The LCD provides a system of screens with areas for information, status
indication, or menus. The LCD screen displays up to two lines at a time of menu
items or other information.

The Initial screen is as following:

ESC button

_ O Up arrow button
LCD Display Err:l‘er button

DE] Down arrow Button
e

¥

O Power On Indicator
O Attention Indicator
O Access Indicator

11
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The four function keys at the button of the front panel perform the following
functions:

Key Function

Up Arrow Use to scroll the cursor Upward / Rightward

Down Arrow |Use to scroll the cursor Downward / Leftward

ENT Key Submit Select ion Function (Confirm a selected item)

ESC Key Return to Previous Screen (Exit a selection configuration)

There are three LED indicators on the front panel. Following table provides a
summary of the meanings of these LED indicators:

LED Indicator |[Normal Status Problem Indication

Power On Bright Blue This LED does not light up after
indicator power switched on

Fail Indicator |LED never lights up LED lights up as Red.

Data Access |Blink blue during host computer|LED never flickers

Indicator accessing the RAID subsystem.

For additional information on using the LCD panel and keypad to configure the
RAID see "LCD Control Module Configuration” on Chapter 3.

2.3 Console Serial Port

The serial port on the RAID subsystem’s back panel can be used in Remote
manage mode. The provided interface cable converts the RS232 signal on the
RAID subsystem into a RJ-11 male connector. The firmware-based terminal
array management interface can access the array through this RS-232 port. You
can attach a VT-100 compatible terminal or a PC running a “Hyper terminal”
program to the serial port for accessing the text-based Setup Menu.

To ensure proper communications between the RAID subsystem and the
VT-100 Terminal Emulation, Please configure the VT100 terminal emulation
settings to the values shown below:
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Terminal requirement

Connection Null-modem cable
Baud Rate 115,200

Data bits 8

Stop 1

Flow Control  |None

The RAID Subsystem’s 6-pin RJ-11 connector’s pin assignments are defined as
below :

Pin# Signal Pin# Signal
1 NC 4 X

2 GND 5 CTS
3 RX 6 NC

2.3.1 Keyboard Navigation

The following definition is the VT-100 RAID configuration utility keyboard
navigation:

Key Function

Arrow Key Move cursor

Enter Key Submit selection function
ESC Key Return to previous screen

2.3.2 Start-up VT100 Screen

By connecting a VT100 compatible terminal, or a PC operating in an equivalent
terminal emulation mode, all RAID subsystem monitoring, configuration and
administration functions can be exercised from the VT100 terminal.

There are a wide variety of Terminal Emulation packages, but for the most part
they should be very similar. The following setup procedure is an example Setup
VT100 Terminal in Windows XP system using Hyper Terminal use Version 3.0 or
higher.

Step 1. From the Desktop open the Start menu. Pick Programs, Accessories,
Communications and Hyper Terminal. Open Hyper Terminal (requires
version 3.0 or higher)
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Windows Update

> DialUp Networking
Online Services Entertainment > 35 Direct Cable Connection
Favorites Snaglt 6 Internet Tools 4
Startllp System Tooks > & Phone Dialer
Documents
Inbemet Explorer Address Book,
Settings MS-DOS Prompt Calculator
Dutlook Express Imaging
L5 “windows Explores Hotepad
Help Paint
Synchranias
Eun. wordPad

Log O Billon.

& BQREL

Windows93

Shut Down.

Step 2. Open HYPERTRM.EXE.

Fil= Edit ¥iew Go Favorites Help

- - = |

Biack Farvsard Up

%|n@| >

Cut Capw Pasts Ui
Address [0 C:vProgram Files\A.ccessaries\HyperT erminal =1

B ATET Mail  CompuServe 3@ MCI il

é

HyperTermi

Hypertrm.exe
Application 99

Modified:
47/23/99 10:22 PM

Size: 24KB

[23.0KE [1=] My Compuier ==

Step 3.  Enter a name for your Terminal. Click OK.

Fle ES Wew Dol Tisddd Hel

Dlﬁ' ﬂﬁ ﬂﬁ r"
Carneclion Dencs

T
-EELLYE

(o ]_coe |

B

Diecorracted [usndetect  [aceea  [SCAOLL [TOFS M [Cophen  [Fadedo

14



Chapter 2. Configuration Methods
- _______________________________________________________|

Step 4.  Select an appropriate connecting port in your Terminal. Click OK

Step 5. Configure the port parameter settings. Bits per second: “115200”, Data
bits: “8”, Parity: “None”, Stop bits: “1”, Flow control: “None”. Click OK

Step 7. Open the Settings Tab.
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[E e ot Ea DS vl B I [l
Agaoede [

B [
T e e |

Corfgua.

mm

Conmected 00427 [fusod o | e |[FESS

Step 8. Open the Settings Tab. Function, arrow and ctrl keys act as: Terminal
Keys, Backspace key sends: Crtl+H, Emulation: VT100, Telnet
terminal: VT100, Back scroll buffer lines: 500. Click OK.

Coemmi T, Sotige |

e o A LR

Db [ EASE Bl 5 rrcia. s rd b
| T Tawndlbam i b | [—————
Bedapice bey rench |
FopasH 7 Dl Drk S, OaleH
Ernistion

o =l iesasae
Tripet brnal T

Backsonol buter e [T =

™| Epag tees b whan connacing & decoeracing
é’inﬂ
i
Corrmcied B (3 26 sz [Coe] Fiesal | [

Now, the VT100 is ready to use.

Press “Enter’ key to display the disk array Monitor Utility screen on your VT100
Terminal.

2.4 Remote Control-Secure Sell

Using the controller’'s 10/100 Ethernet port and SSH client software to remote
login to the RAID. Secure Shell is a program to log into another computer over a
network, to execute commands in a remote machine, it provides strong
authentication and secure communications over insecure channels. When
using ssh's slogin (instead of rlogin) the entire login session, including
transmission of password, is encrypted; therefore it is almost impossible for an
outsider to collect passwords.
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SSH client software is available at the following web site:

SSHWinClient WWW: http://www.ssh.com/
Putty WWW: http://www.chiark.greenend.org.uk/

2.4.1 Keyboard Navigation

The following definition is the VT-100 RAID configuration utility keyboard
navigation.

Key Function

Arrow Key Move cursor

Enter Key Submit selection function
ESC Key Return to previous screen

2.4.2 Start-up SSH client software

Step 1. Double clicks to execute SSH client software
=101
File Edit Wiew Window Help |

H ek 2s aee s o6 el e
£ Quick Connect [ Profiles ‘

S5H Tectia - Terminal 6.0.3.9 =
Copyright (c) 2Z000-z2008 S55H Communications Security Corp - http: s www. ssh.coms
Ewvaluation period will end in 44 davys.
=
Mot connected - press Enter or Space to conneck B0x27 £

Step 2.  Press a “Enter” to create a new connection.
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[ - st ectin - Terminal =Y
File Edit Yiew Window Help |
H Sk 28 mee s onowl @

£ Quick Connect (] Profiles |

#%H Tectia - Terminal &.0.3.9 =
Cop¥right (c) Z000-2005 33H Communications Security Corp - http:/Awww. ssh.coms
Evaluation period will end in 44 days.
Connect ko Server x|
5.! Host Mame: || Connect I
= Uszer Mame: I [ I
Bort Mumber: |22
-
Mot connected - press Enter or Space to connect 80x27 =

Step 3.  Key in IP address into the field of Host name, it will be default shown
on the LCD screen. Then login name in the field of User name. The defaults of
Port Number is “22”.

[/ —sstiectiaTerminal ol x|
File Edit Wiew window Help |
H Sk 28 200 #4260 0% @
£ Quick Cannect [ Profiles |

55%H Tectia - Terminal 6.0.3.9 ;I

Copyright {(c) 2000-2008 SSH Communications Security Corp - horp: /v, ssh. coms

Evaluation period will end in 44 days.

i
W Host Name: [1eaz54 7673 Connect |
== User Name: [addmin Cancel |
Fort Mumber |22
Mot connected - press Enter or Space to conneck BOx27 =

Step 4.  Select “Proceed with the connection but do not save the key” to have
higher security.
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6.73 - 55H Tectia - Terminal - Ol x|
Eile Edit WView Window Help |
HaRE S oee &4 WE 8% 9
ﬂ Guick Connect (] Profiles |

Copyright (cl 2|50

2% =
Host key for the host '™ 69.254. 76,72 not found from datsbass S S5h. cons
Ewvaluation peri ) ) ) )

The fingerprint of the host public kew is:

I "wepac-futuc-lehuf-pigey-lebis-fahid-sebuyv-tatys-zahuf-bofec-mysys'
Please select how you want to proceed.
~

ancel the connection,

¥ Proceed with the connection but do not save the key.

" Proceed with the connection and save the key for future use.

[
Requesting new channel - please wait. .. S0x27 li li ’7’?

Step 5.  Enter the password

169.254.76.73 - 55H Tectia - Terminal

(=1
File Edit Wiew wWindow Help |
B eQ BFI Ree 4B @% S
m Guick Connect (7] Profiles |
Copyright (o) 2000 qyinE] 69,254, 76.73' password I— p: /v, ssh. cons
Ewvaluation period K I Cancel I
|
- |
Reqguesting new channel - please wait. .. | 8ox27 |

Step 6.  Then you will login into Alnico iISCSI RAID subsystems
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&/ 169.254.76.73 - S5H Tectia - Terminal

I Ele Edit ¥ew wWindow Help |
H SR sg oo aocn| 0% &

£ quick Conmect [ Prafiles |

| Alnico AL-S1611i Fri Oct 3 10:13:31 2008]

|
1
115C5I configuration |
[Volume configuration |
|Enclosure management |
|Maintenance |
ILogout |
| |
|
1
|
|
|
1
|
|

Quick installation |

I
I
I
I
I
I
I
I
-+~
I
I I

| |
| |
| INFO: 2005410403 10:13:24 C3T admnin login from 169.254.26.165 wia Console UT|

Connected ko 169,254.76.73 |aes128-chbe - hmac-mds - none 8027 i

Now, the SSH software is ready to use.

2.5 Web GUI RAID manager via the
controller’s 10/100 Ethernet LAN port.

The controller has embedded the TCP/IP & Web Browser-based RAID manager
in the firmware. User can remotely manage the RAID system, without adding
any specific software (platform independent), via standard web browsers
directly connected to the 10/100 Ethernet RJ45 LAN port.

AL-8161i / home E @ 4 8 v @

Logout

| Trusted sites

[&]ane I 5 .5 1= [ |
Bistart| | (@ @ | 2 caleulator | =1 computer Management | & Hetwark Connections | [ &7 httpe//192.168.1.. 1 unttied - Paint S )R 40P
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To configure RAID subsystem on a local or remote machine, you need to know
its IP Address. The IP address will be default shown in the LCD screen. Launch
your firmware-embedded TCP/IP & Web Browser-based RAID manager by
entering http://[IP Address] in the web browser.

the remote machine to remotely configure it. The RAID
subsystem controller default username is “admin” and the
MOTE password is “0000".

0 You must be logged in as administrator with local admin rights on
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Chapter 3.
Front LCD Control Module

Configuration

The Alnico RAID’s Front LCM is character-based which you can use after powering
the unit. Use LCD Configuration panel to:

System Info. Display system information.

Alarm Mute Mute alarm when error occurs.

Reset/Shutdown Reset or shutdown controller.

Quick Install Quick steps to create a volume. Please refer to next
chapter for operation in web Ul for more convenience
configuration.

Volume Wizard Smart steps to create a volume. Please refer to next
chapter for operation in web Ul for more convenience
configuration.

View IP Setting Display current IP address, subnet mask, and gateway.

Change IP Config Set IP address, subnet mask, and gateway. There are 2
options: DHCP (Get IP address from DHCP server) or
static IP.

Reset to Default Reset to default will set password to default: 0000, and set
IP address to default as static setting.

Default IP address: 192.168.001.100
Default subnet mask: 255.255.255.0
Default gateway: 192.168.001.254

LCM function keys are the basic user interface for the RAID subsystem, there are
very limited features supported. If user would like to have more advanced
configuration, please use Web GUI configuration, this is a primary user interface for
the RAID subsystem.
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3.1 Starting LCD Configuration Utility

The main menu appears on the LCD screen, as shown below:

Use the up and down arrow buttons to move left and right to select a menu item.
Press ENT to select the item. Press the UP/DOWN to browse the selection. Press
ESC to return to the previous screen.

192.168.0.1
Alnico AL-81611  «

3.2 Navigation Map of the Configuration

The password option allows user to set or clear the raid subsystem’s password
protection feature. Once the password has been set, the user can only monitor and
configure the raid subsystem by providing the correct password. The password is
used to protect the internal RAID subsystem from unauthorized entry. The controller
will check the password only when entering the Main menu from the initial screen.
The RAID subsystem will automatically go back to the initial screen when it does not
receive any command in twenty seconds. The RAID subsystem password’s default
setting is 0000 by the manufacturer.

Invalid Password N Alnico AL-8XXXX
Entered 192.168.001.100*
No

7”',5 set—»| Verify Password:

Password
Correct

Yes

|

Raid/Volume Set
Express Setup

3.2.1 Show System Information

Choose this option to display firmware version and cache memory size. To check the
system information, press ENT to enter the main menu. Press UP/DOWN to select
the Show System Information option, and then press ENT. All major controller
system information will be displayed. Press UP/DOWN to browse all the system
information.
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@ Firmware Version

XXX

I ( > RAM Size
System Info XXX MB

®

3.2.2 Alarm Mute

The Alarm Mute function item is used to control the RAID subsystem Beeper. Select
the “No” and press Enter key in the dialog box to turn the beeper off temporarily. The
beeper will still activate on the next event.

No
\/ J
Alarm Mute 2 Ves Alarm Mute No?

Alarm Mute

Success
C

3.2.3 Reset / Shutdown

The Reset / Shutdown function item is used to control the RAID subsystem either to
reset or shutdown the system. Select the “ Yes” or “No” and press Enter key to
confirm the action.

A 4

A 4
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©

A 4

Reset ? Yes No?

Y

Reset /
Shutdown

—p| | Shutdown

? Yes No?

\ 4

®

3.2.4 Quickly Install

Quickly Install is the fastest way to prepare a RAID group and volume. It only needs a
few keystrokes to complete it. Although disk drives of different capacity may be used
in the RAID Group, it will use the smallest capacity of the disk drive as the capacity of
all disk drives in the raid set. The Quick Volume and Raid Setup option creates a raid
set with the following properties:

Power On

192.168.001.100
Alnico AL-8161i

Raid 0
Apply the Config L

Raid 1 > | ? Yes No?
Raid 3

w ot -

A
Raid 6 Apply the Config
Raid 0+1 Success
XXXX MB
@ NO
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1. All of the physical disk drives are contained in a RAID group..

2.  Asingle volume set is created and consumes all or a portion of the disk capacity
available in this RAID group..

Detail procedure references to this chapter’s section: Volume Wizard.

3.2.5 Volume Wizard

User manual configuration can completely control the raid set setting, but it will take
longer time to complete than the Quickly install.. Select the Volume Wizard Function
to manually configure the RAID group and Virtual Disk .

To enter a Volume Wizard Functions, press ENT to enter the Main menu. Press
UP/DOWN to select the Volume Wizard Functions option and then press ENT to
enter further submenus. All submenus will be displayed.

®

®

<Local, Jbod X >
Wraps Around

LOCAL

Volume
Wizard

JBOD X
r»(Displayed
when there
is a JBOD

>

connected)

RAID 0
RAID 1
RAID 3
RAID 5
RAID 6
RAID 0+1
XXXX GB

>

User default algorithm

New 1 disk
XXX GB

New 2 disks
XXX GB

New X disks
XXX GB

Volume Size
XXXX GB

v
Volume Size
| XXX GB

v

Apply the Config

v

Apply The Config
? Yes No?

i Yes

Apply the Config
Success

Enter & ESC to
select the digit,
Up & Down to
change the
number.

No

To Select “Use default algorithm®, system will use all hard disks in RAID subsystem to
create a RAID group and adjust the capacity to create a “Virtual Disk Volume”. Or you
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can manually to select “New X disks” to specify the numbers of disk for RAID group.

3.2.6 View IP setting

Use to check the setting of management Ethernet port of RAID subsystem.

®

©

3.2.7 Change IP Config

View IP Setting

IP Config

Static IP / DHCP

Either
or

A 4

IP Address.
XXX XXX XXX XXX

A 4

IP Subnet Mask
255.255.xXX. XXX

IP Gateway

XXX XXXX. XXX XXX

“Static IP”
“DHCP”

To change IP configuration, press ENT to enter the Main menu. Press UP/DOWN key
to select the Change IP Config option, and then press ENT.

©

N
Yy
Change IP
i DHCP DHCP
]2 Yes No? | Success
|IP Config | J:: Static IP | ||p Address | | [P Address.
| XX XXX.XXX.

|IP Subnet Mask | -

IP_Subnet Mask
1 55.255.xxx.XXX

Apply IP Setting |

-

| IP Gateway | -

IP Gateway
1 XXX XXX XXX

Y

Apply IP Setting
? Yes No?

Y

Apply IP Setting
Success
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3.2.8 Reset to Default

Use this feature to Reset all parameters to Default volues.

Press ENT to enter the main menu. Press UP/DOWN to select the Reset to Deafult,
and then press ENT.

No
v J
Reset to Defaults ? YeFSx’eset to Default No?

Reset to Default
Success

End
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Chapter 4. Web Browser- Based

Configuration

This iISCSI RAID subsystem (TCP/IP protocol) web browser-based RAID
manage interface is firmware-based and used to configure this iISCSI RAID
subsystem. The table below unfolds the complete hierarchy of this interface:

Quick installation > Step 1/Step 2/ Confirm
System configuration

System setting
IP address
Login setting = Login configuration / Admin password /

—> System name / Date and time
= MAC address / Address / DNS / port

User password
Mail setting > Mail
Notification setting = SNMP/Messenger / System log server /

iISCSI configuration

Entity property - Entity name / iSNS IP
NIC = Aggregation/ IP settings for iSCSI ports /

Event log filter

Become default gateway /
Enable jumbo frame
Node = Create/ Authenticate / Rename / User /
Delete
Session = Session information / Delete

CHAP account = Create / Modify user information / Delete

Volume configuration

Volume create Step 1/ Step 2 / Step 3 / Step 4 / Confirm

wizard
Physical disk -> Set Free disk / Set Global spare /
Set Dedicated spare / Set property /

More information
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RAID group -» Create / Migrate / Activate / Deactivate /

Virtual disk

Snapshot

Logical unit

Enclosure management

SES
configuration

Hardware
monitor
SMAR.T.

UPS

Maintenance

System
information
Upgrade

Reset to default
Import and
export

Event log

Reboot and
shutdown

30

Scrub / Delete / Set disk property /

More information

Create / Extend / Scrub / Delete /

Set property / Attach LUN / Detach LUN
/ List LUN / Set snapshot space /
Cleanup snapshot / Take snapshot /

Auto snapshot / List snapshot /

More information

Cleanup snapshot / Auto snapshot /

Take snapshot / Export / Rollback / Delete
Attach / Detach

Enable / Disable

Auto shutdown

S.M.A.R.T. information

(Only for SATA disks)

UPS Type / Shutdown battery level /
Shutdown delay / Shutdown UPS

System information

Browse the firmware to upgrade /
Export configuration

Sure to reset to factory default?

Import/Export / Import file

Download / Mute / Clear
Reboot / Shutdown

Sure to logout?
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4.1 Firmware-embedded (TCP/IP protocol)
web browser-based RAID manage interface
(making use of the controller’s 10/100
Ethernet LAN port)

To ensure proper communications between the RAID subsystem and the web
browser-based RAID manage interface, please connect this iSCSI RAID
subsystem Ethernet LAN port to any LAN switch port or NIC port.

This iISCSI RAID subsystem’s firmware is embedded with a web browser-based
RAID manage interface that follows TCP/IP protocol. The users are able to
manage this RAID subsystem from the remote sides with standard web
browsers like IE without the needs of installing any user-specific software
(platform independent).

To configure this RAID subsystem from a local or remote server, you need to
know this RAID subsystem’s IP address. The default IP address is displayed on
the LCD screen.

4.2 Login
Launch the firmware-embedded web browser-based RAID manage interface by
entering http://[IP Address] in the web browser.

You must login as the administrator no matter from a local or remote server. The
default User Name is “admin” and Password is “0000”. Or login with read-only
account whose default User Name is “user” and the Password is “1234”. This
special account allows the users to view the configuration only and cannot
change the settings. Additionally, there are four languages available to be
selected from the language menu: English \ Simplified Chinese \ German \
French.

Welcome to AL-81611

Login

After login, the main manage menu as below will be displayed on the left side of
window to make configurations
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AL-8161i / home

RAID light: Green means RAID works well. Red represents RAID failure.
When red appears, examine the event log (Maintenance — Event Log) to find
out what error messages are issued; this is the first step to analyze RAID failure.

Temperature light: Green means normal temperature. Red represents
abnormal temperature. When red appears, examine the event log (Maintenance
— Event Log) to find out what error messages are issued; this is the first step to
analyze over temperature.

HVoltage light: Green means normal voltage. Red represents abnormal
voltage. When red appears, examine the event log (Maintenance — Event Log)
to find out what error messages are issued; this is the first step to analyze
abnormal voltage.

n UPS light: Green means UPS works well. Red represents UPS failure.
When red appears, examine the event log (Maintenance — Event Log) to find
out what error messages are issued; this is the first step to analyze UPS
problem. What should be noted is this iSCSI RAID subsystem only supports
APC UPS.
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H Fan light: Green means Fan works well. Red represents fan failure.
When red appears, examine the event log (Maintenance — Event Log) to find
out what error messages are issued; this is the first step to analyze FAN
problem.

E Power light: Green means Power works well. Red represents power
failure. When red appears, examine the event log (Maintenance — Event Log)
to find out what error messages are issued; this is the first step to analyze
Power problem.

4.3 Quick Installation

Itis easy to use “Quick installation” to create a volume. It uses whole physical
disks to create a RG; the system will calculate maximum spaces on RAID levels
0/1/3/5/6/0+1. “Quick installation” will occupy all residual RG space for one
VD, and it has no space for snapshot and spare. If snapshot is needed, please
create volumes manually, and refer to snapshot configuration for more details. If
some physical disks are used in other RG(s), “Quick installation” can not be
run because “Quick installation “is valid only when all the physical disks in this
iSCSI RAID subsystem are at free status. Below is one example of Quick
Installation.

Step 1: Click “Quick installation”, then choose the RAID level. After choosing

the RAID level, then click * el
Step 2: On Confirm page, if all settings are correct, click ~
Corfirmm .,

AL-8161i { Quick installation / Step 2 = @ M a v O

RAID level: RAID 5 on Local enclosure

VYolume size (GB) : 668

Logout

== hack =
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Then a VD will be created. Now you can start to use this RAID subsystem.

AL-8161i / Volume configuration / Virtual disk E & R & voO

Quick installation
W |System configuration No. Name (5::‘; Right Priority 59 status  Health ® a0 #LUN 5’;::?::"‘ #snapshot  RE
=SCSI configuration (wB)
& Volume configuration L » QUICK75210 668 WB HI 4 Initiating Optimal 1 R%]D 1 0/0 1] QUICK78599

Volume creation wizard

Physical disk

RAID group Create °

Virtual disk
Snapshot

Logical unit

™ Enclosure management

® Maintenance

Logout

(A RAID 5 virtual disk, named “QUICK75120” with the total available volume
size 668GB)

4.4 System configuration

“System configuration” is designed to setup the “System setting”, “IP address”,
“Login setting”, “Mail setting”, and “Notification setting” for this iSCSI RAID
subsystem.

/ System configuration = B &+ 0
Quilck: installation
System name for ientdcatan

Svstom sctting
System tme for event log

1P adress Intemet Protocol(1F) address for remote adminstration

Configuration for auta logout and login lock
Admiristrator's password

* Enclosure Hail setting Alest by e-mal

management
= Maintenance
Logout

Alert via Simple Network Management Protocol[Shee}
Matitication setting Tranamuts nat sand and alartar sarvics masgages batwaan chants and sarvars

Alest to remote system log server
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4.4.1 System setting

“System setting” can set the system name and date.

- Quick installation

System name
& System
configuration Systam nama :
System setting
1P address Date and time
Login setting [] Change date and time

Mail setting
Notification setting
& |SCSI configuration
= Valume conflguratiol
. ¥ Enclosure
management
& Maintenance
Logout

Check “Change date and time” to setup the date, time, and time zone before
using or synchronizing time with the NTP (Network Time Protocol) server.

The Network Time Protocol (NTP) is one way to ensure your clock stays
accurate. Find out NTP server near you, and setup NTP server IP address.

Finally click Gt “ , the controller will connect to the NTP

Time server and get time offered by the NTP server.

4.4.2 |IP address

On this page, the users can change the iSCSI ’s IP address - DNS address,
eventhe HTTP~ HTTPS, and SSH port number when the default port number is

not allowed on the host/server. SSH (secure shell) is required when the users
want to login this iISCSI RAID subsystem from a remote side. The SSH client
software is available at the following web site:

SSHWinClient WWW: http://www.ssh.com/
Putty WWW: http://www.chiark.greenend.org.uk/
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AL-B1B1i [ Systom configuration / 1P address FaAuRet

- Quick Installation
- B System
configuration MAC addross 00:13: 78:A5:00:04
System setting
1P address Puddress
Login setting O DHeR
Mail setting
Notification setting
.- ™ |SCS] configuration

MAC address

Static
Address :
Mask :

Gateway :
ent

* t.-MnIntennn:r_-
B met DNS =

HTTP port ©
HTTPS part :

SSH port :

Besides, there is no need to create a reserved space on the arrays prior to the
running the Ethernet port and HTTP / HTTPS services. The
firmware-embedded web browser-based RAID manage interface can be
accessed with any standard internet browser that is installed on any host
computer having TCP/IP protocol-based NICs inside. Thus, there is also no
need to install any extra software or patches.

DHCP (Dynamic Host Configuration Protocol) is a protocol that lets network
administrators manage centrally and automate the assignment of IP (Internet
Protocol) configurations on a computer network. When using the Internet's set
of protocols (TCP/IP), in order for a computer system to communicate to
another computer system it needs a unique IP address. Without DHCP, the IP
address must be entered manually at each computer system. DHCP lets a

network administrator supervise and distribute IP addresses from a central point.

The purpose of DHCP is to provide the automatic (dynamic) allocation of IP
client configurations for a specific time period (called a lease period) and to
eliminate the work necessary to administer a large IP network.

4.4.3 Login setting

“Login setting” can set single admin, auto logout time, and admin/user
password. The single admin can prevent multiple users from accessing the
same controller at the same time.
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AL-B1611 { System configuration / Login setting
Login configuration
Auito bogout © able - M

Login lock :

[[] Changa admin passward

User password

| Change user password

Auto logout: The options are (1) Disable; (2) 5 minutes; (3) 30 minutes; (4) 1
hour. The system will log out automatically when the web browser-based RAID
manage interface has been inactive for 5 minutes \ 30 minutes \ | hour,
depending on the Auto Logout setting.

Login lock: Disable/Enable. When the login lock is enabled, the web
browser-based RAID manage interface allows only one user to login or modify
system settings. Check “Change admin password” or “Change user password”
to change admin or user password. The maximum length of password is 12
characters.

User password is used for the read-only account whose

default User Name is “user” and the Password is “1234". This

special account allows the users to view the configuration only
HOTE and cannot change the settings.

4.4.4 Mall setting

“Mail setting” can allow at most 3 mail addresses for receiving the event
notification. The firmware contains SMTP manager, and it monitors all system
events and the users can select either single or multiple user notifications to be
sent via ‘Plain English’ e-mails without the need of installing any extra software
or patches. Some mail servers would check “Mail-from address” and need
authentication for anti-spam. Please fill the necessary fields and click “Send
test mail” to test whether email functions are available. In addition to that, the
users can also select which levels of event logs are needed to be sent via Mail.
Default setting only enables ERROR and WARNING event logs.
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AL-B1B1i

{ System canfiguration / Mall satting = A0

Qulick Installation Mall

Mail-from address : malman@AL-G161
Mail-to address 1
Send ewents 1 INFO WAWARNING ~/ERROR
Mail-to address 2 ;
Send ewents 7 INFO WAWARNING ~/ERROR
Mail-to address 3 :
Send ewents 3

" SMTP relay

EMTP server !

INFD A WARNING WERROF

Logout Authentication :

Account :

Pagcword
Canfirm

Sund test mail »

Carfirm

4.4.5 Notification setting

“Notification setting” allows the users to setup event log levels, SNMP trap,
Windows messenger (not MSN), or alert event logs via syslog protocol.

AL-B1B1I / System configuration / Notification setting = . B A

Quick Installation
& System
configuration

SHMP trap address 1 :
SMMP trap address 2 ;

B ettt SNMP trap address 3 :
ogin setting ) .
Mail setting Commamity o public
Natification setting Send events Elinro Clwarnine [error
® i5C51 configura
Messenger

nclosure
management
® Maintenance

Hewsenger 1P/ Computer name 1 @
Messenger TR/ Compuler name 2 ©
HMessenger 1P/ Computer name 3 :

Logout

Send events : ClinFo FIWARNING FERROR
System log server

Server IP/hostname ;

UDP Part : 14

Facility : User &

Event level : Do Flwasing ] ERROR
Event log fifter

POp P events : Ll CIWARNING [ ERROR

Show on LCH : Oliveo ElwarninG EIERROR

1.“SNMP” allows up to 3 SNMP trap addresses. Default community setting is
“public”. User can choose the event log levels, and default setting only enables
INFO event log in SNMP. There are many SNMP tools. The following web sites
are for your reference:

SNMPc: http://www.snmpc.com/

Net-SNMP: http://net-snmp.sourceforge.net/
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2.Using “Messenger”, the users must enable the service “Messenger” in
Windows

(Start > Control Panel > Administrative Tools > Services - Messenger), and
then event logs can be received. It allows up to 3 messenger addresses. The
users can choose the event log levels. The default setting enables the
WARNING and ERROR event logs.

Messenger Properties (Local Computer)

General | Log On | Recoveny || Dependencies

Service name: b ezsenger

Dizplay name:

D escription: Tranzmitz net zend and Alerter zervice meszages -~
between clients and servers. This service is not -

Fath to erecutable:

CAWIR D OW S Spetem32hevchost exe -k netsves

Startup twpe: Automatic s

Service status: Started

“'ou can specify the start parameters that apply when vou start the service

from here.

I Ok, ] [ Cancel ]

3.Using “System log server”, the users can choose the facility and the event
log level. The default port of syslog is 514. The default setting enables event
level: INFO, WARNING and ERROR event logs.
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L3 WinSyslog Configuration Client - Trial Period

File Computer Taok Skins Help
OHOS SH B > w4y
= ;_ My Computer

General

4 License

A@ General options

a eSe orwardSyslog o nteractive
Enable: Local Interactive Server
Settings are saved. | e

[y Templates Suslog Server ‘132_153_1_105 |

@ Configuied Services S

‘- &} Default Syslog Listener yslag Pot ‘514 ‘
= 4 RulsSets Protocol Type

R |UDP ~|
=l wd Default RuleSet

= ¥ FowardSysiog
& Filter Conditions [ Use 2Lib Compressian ta campress the data
@ Actions 5 : s r

[©Y1 ocal Interactive Serv]

Process message whike relaying

Insert

Message Format

Output Encoding System Default b

Add Syslog Source when forwarding to other Spslog servers
[[] Use ML ta Report
[ Fomward as Mwitgent }ML representation code

£ [ | &
Conrectedtor | My Computer
nSyslog Configuration C|
File Computer Tools Skins Help
(] | i) [y m
= § My Computer
1| General s
= % Heerae, Enable:Default Syslog Listener
Sy Geneal options [ Settings are saved | s
-0y Templates
= #% Configued Services Protocol Type [P v
Y Default Syslog Listener 1P Address: (1321881100 v
= 4 RulsSets atrst ot
vy Default RulsSet wliRERs ‘10514 |
§ Fomwedsysion. [ Use original message timestarp (RFC 3164]
d Filter Conditions [ Take saurce spstem from Syslog message
Q Adtions [ Resalve Host names
© Local Interactive Server Enable FFC 3164 Parsing
[C]Escape control characters
Rule St to Lse
| Default FuleS et v |[Fetresh_]

£ | @

There are some syslog server tools. The following web sites are for your
reference:

WinSyslog: http://www.winsyslog.com/

Kiwi Syslog Daemon: http://www.kiwisyslog.com/
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4."Event log filter” allows the users to setup event log levels for “Pop up
events” and “LCM”. The levels are: INFO, WARNING and ERROR

4.5 iSCSI Configuration

“iISCSI configuration” is designed to setup the “Entity Property”, “NIC”, “Node”,
“Session”, and “CHAP account”.

AL-B161i { ISCS1 configaration = & N &% 0O
Quick installation
5 Entity property CS1 entit t
. = System conflguration — ISCST antity peoparty
EUSCSI configuration HIC SE51 pertal configuration
Entity property
NIC -
Nod 5051 nede configuration
Heds o
o Sessien ESCS] sasgion information

CHAP account
- & Volume configuratio
- ® Enclosure
management

CHAP account Add/Remove account for SCSI node

. ®= Maintenance

Logout

4.5.1 Entity property

“Entity property” can view the entity name of this iSCSI RAID subsystem, and
setup the “iSNS IP” for iSNS (Internet Storage Name Service). The iSNS
protocol is designed to facilitate the automated discovery, management, and
configuration of iSCSI devices on a TCP/IP network environment. iSNS
provides intelligent storage discovery and management services comparable to
those found in Fibre Channel networks, allowing a commodity IP network to
function in a similar capacity as a storage area network. To use iSNS, it needs to
install a iISNS server. Add an iSNS server IP address into the iSNS server lists
so that a iSCSI initiator service can send queries.

1. the server that functions as ISNS server must not be
installed with Microsoft iISCSI initiator.
HOTE 2: the entity name of the iISCSI RAID subsystem quad-port

models can be changed but dual-port model doesn’t support
entity name changing.
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4.5.2 NIC

“NIC” can change the IP addresses of iSCSI host ports. This iSCSI RAID
subsystem has four Gb/s LAN ports working as the host port to transmit data.
Each of them must be assigned with a unique IP address unless the link
aggregation or Trunking mode has been selected. If any two or more ports are
set in link aggregation or Trunking mode, they will display same IP.

The iISCSI RAID subsystem AL-8121i and AL-8161i have four

has two ports only.
HOTE

gigabit LAN ports to transmit data, but AL-6080i and AL-6120i

AL81611 JiSC51 configuration § MIC
Quilck Ins Nome  LAG LAGNG  DHCP 1P address Netmask

192.168.1.1 95755 2550

192.168.2.1 255255 255.0

Gateway

1521681254

152.168.2.254

255.255.255.0

192.168.2.254

192.168.4.1 #55.255.255.0

192, 168.4.254

Junsho frame

Disablod

Desabled

Cesabled

Disablad

MAC address

00:13:78:46: 03164

00:13:78:26:03:65

00:13:70:26:00:66

00; 1378260367

Dawr

msnagermert
» Maintenance

ALB1B1I 71551 canfigaration / NIC / IR address
¢ install )
Gk installatior e

iy
& Stabc
Address ©
Sask :

Gateveay 1921581254

garegation =

= et

1.Click “IP settings for iSCSI ports”; the users now can change the IP
address by moving mouse to the gray button of LAN port. There are 2 selections,
DHCP (Get IP address from DHCP server) and Static IP.

2.Click “Become default gateway”; then the default gateway now can be
changed by moving mouse to the gray button of LAN port, and enter in the right

gateway IP address.
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ALB181i / 15CS1 conflguration / NIC = v 4 a v 0Q
* 5 X Name LAG  LAGNa  DHCP 1P address Netmask Gateway Jumbo frame MAC address Link
Y5l iony
LANL 1 £e e se. -, e 11378 ah 0%
® ISCSI configuration ~ | Mo N Mo 192.16.1.1 7555552550 162.168,1.254 Cisablad 00:13:78:36:03:64 Dawn
tiky property
Entity prop Disabled 00:13:78:26:03:65 v
E «192168.1.100> Disablad 00:13:70:26:03:66 Daown
Sure 10 become efwalt puivw;
= L Disabled 001131 78:06:03:67 Down
3 it AT DIt
W Malntenance
Logout
4 ISCSI configuration / NIC / 1P address = w M & v O
DHCP
= static
Address :
Mask:
Gateviay :
8. . rif .

3. Click “Enable jumbo frame”; then the users can enable or disable jumbo
frame by moving mouse to the gray button of LAN port, and clicking “Enable
jumbo frame”.

AL-81611 £ ISCS1 configuration J N1C

Jumha frame

MAC address Link

LAG  LAGNa  DHCP

Na N Na 192.168.1.1 255255 2550 192 168.1 254 Disabled 00213 T8 360364 Dtwn

1 addross Gateway

wte
JevaEenipt Disabled 00:13:78:86:03:65 Up
¥ :!

E 192 168 1 100»

Sure 1o rnable puzbo dnae

oo dofault g

Enable jumbo framo Disabled 00:13: Th: a6 0366 Down

Disabled 00:13: T8:08:03:67 Down

AQUIegatan -

Jumbo Frame is designed to enhance Ethernet networking throughput and
largely lower the CPU consumption of large file transfers by enabling more
efficient larger payloads per packet. Conventionally, jumbo frames can carry up
to 9,000 bytes of payload. Basically, a data transfer path from the iSCSI to the
server includes at least a NIC and iSCSI itself. To prove jumbo frame really
works on this path, the jumbo frame function of both the iISCSI and the NIC must
be enabled. If an Ethernet switch is involved in this path, please enable the
jumble frame function of this switch, too, and ensure MTU (maximum
transmission unit) are all identical. “Wireshark “can be used to obtain the
current MTU of any devices supporting jumbo frame.

4.Click “ Agaregation ® ”: then the users can select “Trunking” or
“LCAP’” to increase the data transfer speed beyond the limits of any one single
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cable/port, or increase the redundancy for higher availability by paralleling
multiple Ethernet network cables/ports.

AL-8161i

Aggregation :

/ iSCSI configuration / NIC / Aggregation

& Trunking © LACP

Address : 192.168.1,1

Mask : 255,255,255.0

Gateway : 192168 1.254

NIC : Fileni B oLapz T Lanz T Land

<< Back ° Confirm ®

[ iSCSI configuration f NIC S & H & v O
Name LAG LAG No DHCP IP address Netmask Gateway Jumbo frame MAC address Link
LANi Trunking u] Mo 192.168.1.1 255.255.255.0 192.168.1.254 Disabled 00:13:78:36:03:64 Up
LaM2

o Trunking a Mo 192.1658.1.1 255.255.255.0 192.168.1.254 Disabled 00:13:78:a6:03:64  Up
LANZ

= Mo N2 No  192.168.3.1 255.255.255.0 192.168.3.254 Dizabled 00:13:78:a6:03:66 Down
Lam4

e Mo N{A No  192.168.4.1 255.255.255.0 192.168.4.254 Disabled 00:13:78:36:03:67 Down

Aggregation ']

Logout

The following is the description of Trunking /LACP:

Trunking: Itis defined as combining multiple ports in order to form faster logical
communication links between devices. For example, connect all four data ports
to the Gb/s Ethernet switch to form a single logical 4 Gb/s path.

LACP: The Link Aggregation Control Protocol (LACP) is part of IEEE
specification 802.3ad that allows bundling several physical ports together to
form a single logical channel. LACP allows a network switch to negotiate an
automatic bundle by sending LACP packets to the peer. The advantages of
LACP are (1) increases the bandwidth. (2) failover when link status fails on a
port.

To remove Trunking/LACP setting, mouse move to the gray button of LAN port,
click “Delete link aggregation”. Then a confirmation message will pop up.
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4.5.3 Node

“Node” allows the users to setup the target name and enable CHAP for the
iSCSI initiator. This iISCSI RAID subsystem supports multiple nodes, and there
is no default node; it is empty, and must be created first.

AL-B161 J ISCS1 configuration / Node = o H & 50

Name Purtal
amd 192.1860.2.1:3260

Name :
Authentication : |Nune 'l
Portal : ™ 192.168.11.226:3260 ( LAN 1, DHCP: Mo, Jumba frame: Disabled )

[T 192.168.13.226:3260 { LAN 3, DHCP: Mo, Jumbo frame: Enabled )

{

[T 192.168.12 226:3260 { LAN 2, DHCP: Mo, Jumbo frame: Disabled )
{

[T 192.168.14.226:32650 { LAN 4, DHCP: Mo, Jumbo frame; Disabled )

1. After the executing “Quick installation”, a node will be
auto-created.

HOTE 2. The iSCSI RAID subsystem quad-port models support
multi-node and renaming node’s name. Unlike the quad-port
models, the dual-port model only supports single-node, and
the node name exists by default and can not be changed.

To use CHAP authentication, please follow the steps below:

Step 1: Mouse moves to the gray button of “Auth” column, click
“Authenticate”.
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AL-81611 {15051 configuration [ Nade

192.160.2.1:3260

Step 2: Select “CHAP”.
/15051 configuration / Nede / Authenticate =2 (=} Ll W
Authentication :

Step 3: Click © Oty

Step 4: Mouse moves to the gray button of “ Auth” column, click “User”.

AL81611 / I5C51 configuration / Node Sudulehatad

Name Puortal
amd 192,168.2.1:3260

Lagnut

Step 5: Select CHAP user(s) that will be used. It's a multi option; it can be
one or more. If choosing none, CHAP can not work.

Mode : all
User

chapl

chap?z
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Step 6: Click “ Gonilg -

Step 7: Mouse moves to the gray button of “Auth” column, click
“Authenticate”, select “None” when you want to disable CHAP for
the existing node.

£ iSCSI configuration / Node [ Authenticate = H a & ©

Authentication -

ccBatk = confim =

4.5.4 Session

“Session” can display iISCSI session and connection information, including the
following items:

1. Host (Initiator Name)
2. Error Recovery Level
3. Error Recovery Count

4. Detail of Authentication status and Source IP: port number

AL-B181i f 15C51 conflguration / Session E L HE WO
Error Error
Mo, TSIH Initiator name Targel yunigtzy MU payouuay n Order recovery  recovery

el Soks: level count

1991~

ign,
Do 040001 05 com, icrasofe;win- amd Vos Vs 1 262144 was vos o o
mw‘g.mm

Logout

Mouse moves to the gray button of session number, click “List connection”. It
will list all connection(s) of the session.
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AL-B1B1i #15C51 configuration / Sesslon / Connection

No,  Initlator 10 Initiator name en glen
1 192.168.2,106 1an.1991-05 com.microsoftiwindot?nrdvw49,adsar 16304 65536 Ko

R = \olum
W Enclosure
mient
W risintenance
Logout

Error Recovery Level: To provide a technique whereby a value of an error
recovery level determined in negotiation processing between an initiator and a
target can be set to a suitable value that is intended by a manager. A storage
system comprises a storage section containing a target module that is
connected to an initiator device; and a management section that manages the
storage section. The target module carries out negotiation processing with the
initiator device so as to determine a value of a first error recovery level. The first
error recovery level is determined as the smaller of a value of a second error
recovery level of the initiator device and a value of a third error recovery level of
the target module. The management section carries out setting processing for
allocating the initiator device that is to be connected to the target module to the
target module, according to an instruction from a manager. In the setting
processing, the value of third error recovery level is notified to the manager.

455 CHAP Account

“CHAP account” can allow the users to create multiple CHAP accounts for
node authentication.

To create CHAP account, please follow the steps below:

Step 1: Cllck “ Create ] n-

ALa161 { 15C51 configuration / CHAP account = LA 4 v 0

Gk Irstal
W Shstemn configuration
B SCS1 figuration Mo user now!
Entity
NI
MNode
Saession
CHAP acs
B = alume o
™ Eric|gs,

User Node name

= Maintanarce

Logout

Step 2: Enter “User”, “Secret”, and “Confirm” secret (re-enter the
secret password). “Node” can be selected here. If none is
selected here, it still can be enabled in “/ iSCSI configuration /
Node / User”.

48



Chapter 4. Web Browser-based Configuration

i pafiguration f CHAP sccount [/ Create = - o L] EAR -}
User & (max: 223)
Secrel : pinlmininla itk (menc 12, max: 16)
Confirm : e (men: 12, max: 16)
Node asus
Rack - ' Confiem -
Step 3: Click * 2l i—

Step 4: If wanting to delete existing CHAP accounts, click “Delete” to
delete existing CHAP accounts.

AL-8161i f iSCS1 configuration / CHAP account

User Node name

alnico

amd, ign.2004-08 tw.com.qsan:p210c-000a6d0da;target0

Create .

4.6 Volume configuration

“Volume configuration” is mainly designed to setup the volume configuration
which includes “Volume create wizard”, “Physical disk”, “RAID group”, “Virtual
disk”, “Snapshot”, and “Logical unit”.

Securing Your Data through Us!

£ Walume canfigaration

Easy and quitk sten-by-5t00 valume canfiguration

& Yolume Physical disk MHard disks to store data

1fig
i RATD graup Eets of physical deks with BAID functions

Wirtual disk Shcos of RAID grouns
snapshot Paint-in-tima capies of the data

Logical unit Target volumes for hosts access
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4.6.1 Volume create wizard

“Volume create wizard” has a smarter policy. When this iSCSI RAID
subsystem is inserted with some hard drives, “Volume create wizard” will list all
the possible RAID level and capacities that the users can choose. For example,
the users choose RAID 5 and the array has 12*200G + 4*80G hard drives
inserted. If the users want to make use of all the 16 hard drives for a RAID 5, the
maximum capacity of the volume is 1200G (80G*15). Taking advantage of
“Volume create wizard, this iSCSI RAID subsystem will take a smarter check
and find out the most efficient way of using all the available hard drives; thus, in
this case, the wizard will only uses the 200G hard drives, making a RAID 5
volume consisted of 200G*11=2200G.. The volume capacity, by doing so,
becomes bigger, and the maximum hard drive capacity is fully used, too.

The smarter policy gives the users:
1. Biggest capacity of RAID level for the users to choose
2. The fewest disk number for RAID level / volume size
To use Volume create wizard, please follow the steps below:

Step 1: Select “Volume create wizard” and then choose the RAID level. After

the RAID level is chosen, click © MExt == @ » Thenitwill
link to next page.

AL-8161i / volume configuration / Yolume creation wizard / Step 1 = & H &4 v O

RAID enclosure : Local &

RAID level :

Mest =

Step 2: Please select the combination of the RG (RAID Group) capacity, or
“Use default algorithm” for maximum RG capacity. After RG

capacity is chosen, click FIZEREES 5.
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AL-8161i / Yolume configuration / Yolume creation wizard / Step 2

T Use default algorithm

& Customization

RAID group: -new 1disk (148 GB) - =
re (141 J
2
- new 3 disk (446 GB) - << Back ° Mext == L]
-new 4 disk (595 GB) - .
-new 5 disk (743 GB) -

- new 6 disk (392 GB) -
-new 7 disk (1041 GB) -

Lagout

Step 3: Decide VD (Virtual Disk) capacity. The users can enter a number less or
equal to the default capacity. Then click FIZBEES .

AL-8161i / volume configuration f Yolume creation wizard / Step 3

Volume size (GB): 1190

onfiguration << Back - Mext == -

B= Yolume configuration

Confirm ™

Step 4: Confirm page. Click “
correct. Then a VD will be created.

" if all settings are

AL-8161i / Volume configuration / Yolume creation wizard f Step 4 S & H & v O
RAID level: RAID O
RAID group: new rg
Yolume size (GB): 1190

B ¥olume configuration

5 7 <= Back ) Canfirm °
Yolume creation wizard

Done. You can start to use the system now.
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AL-8161i / Volume configuration f Virtual disk =

= @ H ow» L7
5 R Snapshot
No. Name e Right Priority Bg Status Health RAID #LUN space #5Snapshot R
(GB) rate " m) name
1 . - RAID
» QUICK20595 1180 WB HI 4 Online  Optimal 0 1 0/0 o QUICK21218
Create °

(A RAID 0 virtual disk, named “QUICK20595” with the total available volume
capacity 1190GB)

4.6.2 Physical disk

“Physical disk” allows the users to view the status of inserted hard drives in
the iSCSI RAID subsystem. Besides, when moving mouse to the gray button
next to the number of slot, the users will find that an submenu will be
automatically pulled down, on which, functions that can be executed will not
shown in gray color.

AL-8161i / Volume configuration / Physical disk

Local

Size RG
(GB) name

Slot Status Health Usage Yendor Serial Type Write cache Standby

148 Online | Good Free disk =~ WDC WO-WMAP41314417 SATA Enabled Disabled

Good Free disk WoC WD-WMAMIPE50645 SATAZ Enabled Dizabled

Good Free disk =~ WDC WO-WMAP41301756 SATA Enabled Disabled

Good Free disk =~ WDC WD-WMAP41313053 SATA Enabled Disabled

148 Online | Good Free disk WoC WD-WMAR41314278 SATA Enabled Dizabled

Logout

1. Set PD slot number 9 to Ddicated spare disk.

Step 1: Mouse moves to the gray button of PD 9, select “Set Dedicated
spare”.
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AL-8161i / Volume configuration / Physical disk S & B 4 v 0O

Local
Slot Size RG Status Health Usage Yendor Serial Type Write cache Standby

(GB) name
e i 1. 148 RG1 oOnline Good RAID disk WDC ~ WD-WMAP41314417 | SATA  Enabled  Disshled
Physical disk

= - 74 RGl oOnline Good RAID disk WDC WD-WMAMIPES0645 SATAZ Enabled Disabled
2 » | 148 RG1 Online | Good RAID disk WDC WD-WMAP413201756 SATA Enabled Disabled
) » 148 RGZ Online | Good RAID disk WDC WD-WMAP4132132053 SATA Enabled Disabled
s » | 148 RGZ  Online | Good RAID disk WDC WD-WMaP41314273 SATA Enabled Disabled
Z » 148 RG2 Online Good RAID disk WDC WD-WMAP413214910 SATA Enabled Disabled

a

14 Online | Good Free disk WD WO-WMAP41314348 SETA Enabled Disabled

Good Free disk WDC WD-WMA191561912 SETA Enahled Disabled

Good Free disk WDC WD-WMAP41314932 SATA Enahled Disabled

Good Free disk WDC WD-WMAP41314506 SATA Enahled Disabled

Step 2: Maybe there are some existing RG(s); select one existing RG that will
use your created Dedicated spare, then click
" Confirm -,

/ Volume configuration / Physical disk =

Available RG for slot 9 on Local :

Total Free
No. Name e ©c8) #PD #VYD Status Health RAID Enclosure
o 1 RG1 148 148 3 a Online Good RAID 5 Local
[ 3] 2 RGz 297 297 3 a Online Good RAID 5 Local

<« Back ° Confirm L]

Yirtual d

2. Set PD slot number 1 to Global spare disk.

Step 1: Mouse moves to the gray button of PD 1, select “ Set Global”.
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Yolume configuration / Physical dis|

Local
siot S8 RG  gio4c Health  Usage  Yendor Serial
(EB) name
Bt 148 Online Good Free disk WD WO-WMAP41314417

Good Free disk WO WD IMAMIPES0645
Good Free disk WhDC WO-WMAP41301756
Good Free disk W WO-WMAP41313053
Z = 148 Online Good Free disk WD WO-WMAP41314278
Z - 148 Online Good Free disk WhDC WO-WhMAP41314010
° - 148 Online Good Free disk WoC WD-WMAP41314348
IDQ e Online Good Free disk W WOD-WMAIR1561912
13' 148 Online Good Free disk WD WO-WMAP41314032
14‘, 148 Online Good Free disk WhDC WO-WMAP41314506
Step 2: Confirm or not
Local
slot f',';:f “':i Status Health Usage vendor Serial
b 148 Online Good Free disk Lle WO-WMAP41314417

Microsoft Internet Explorer

WD-WMAMOPES0645

WD-WMARP41301756

Cancel
WO-WMAP41313053

- 148 oOnline | Good Free disk WDC WD-WMAR41314278
= = 148 Online Good Free disk wWDC WO-WMAP41314910
= = 148 Online Good Free disk wWDC WO-WMAP41314348
109 74 online  Good Free disk WD WD-WMAIS1561912
13, 148 Online Good Free disk woC WO-WMAP41314932
14 = G

= 148 Online  Good Free disk WD WOD-WMAP41314506

3. Show the information of hard drive 1 in detail.

Type Write cache

SATA

SATAZ

SATA

SATA

SATA

SATA

SATA

SATA

SATA

SATA

Type

SATA

SATAZ

saTA

SaTA

SaTA

SATA

SATA

SaTA

SATA

SATA

Enabled

Enabled

Enabled

Enabled

Enabled

Enabled

Enabled

Enabled

Enabled

Enabled

Standby

Disabled

Disabled

Disabled

Disabled

Disabled

Disabled

Disabled

Disabled

Disabled

Disabled

Write cache  Standby

Enabled

Enabled

Enabled

Enabled

Enabled

Enabled

Enabled

Enabled

Enabled

Enabled

Disabled

Disabled

Disabled

Disabled

Disabled

Disabled

Disabled

Disabled

Disabled

Disabled

Step 1. Move mouse to the gray button next to the number of slot 1, and select

“More information”.
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AL-8161i / Yolume configuration / Physical disk E & H & v 0O
Local
Slot Size RG Status Health Usage Yendor Serial Type Write cache Standby
(GB) name
e 148 Online  Good Free disk WD WD-WMARS1314417 SATA Enabled Dizabled

Good Free disk WDC WD-YWMAMIPES064S  SATAZ Enabled Disabled

Good Free disk WDC WO-WMAP41301756 SATA Enabled Disabled

Good Free disk WDC WO-WMAP41313053 SATA Enabled Disabled

Logrt = 148 Online  Good Free disk WD WD-WMARS1314278 SATA Enabled Dizabled
7 & 148 Online  Good Free disk WDC WD-WMARP41314910 SATA Enabled Dizabled
2 148 Online | Good Free disk WDC WO-WMAP41314348 SATA Enabled Disabled
10° 74 Online | Good Free disk WDC WD-WMAID1561912 SATA Enabled Disabled
13, 148 Online | Good Free disk WDC WO-WMAP41314032 SATA Enabled Disabled
14 148 Online  Good Free disk WDC WD-WMARP41314506 SATA Enabled Dizabled

ore information

Physical k :

Enc Size RG Error Read - Write
No. 1D Slot WIMN e s Status Health S lert oriare Usage Vendor Serial Model Type ihe Standby
WWD- WD 1600ADFD- :
1 0 1 20c400127826d0da 148 Online Good Mo No FR WOC  mAP41314417 BOMLR SATA Enabled Disabled

<< Back -

4. Set hard drive 1 as free disk.

Step 1: Move mouse to the gray button next to the number of slot 1, and select
“Set free disk”.

AL-8181i / Volume configuration / Physical disk E L H & O
Lacal

Slot E;s;a ..'3..‘.;; Status Health Usage Yendor Serial Type Write cache Standby

L 148 Online  Good Global spare WDC WD MAP412314417 SATA Enabled Disabled

Good Free disk WDC WO-WMAMOPES0645  SATAZ Enabled Disabled

Good Free disk WDC WD-YWMAP41301756 SATA Enabled Disabled

Good Free disk WDC WD-YWMAP413130532 SATA Enabled Disabled

. o o (148 Online | Good Free disk WDC WD-YWMAP41314278 SATA Enabled Disabled

ogaut

% - 148 Online  Good Free disk WDC WD-WMAP41314910 SATA Enabled Disabled

2 = 148 Online  Good Free disk WDC WD-WMAP41314348 SATA Enabled Disabled

ID,’ 74 Online  Good Free disk WDC WD-WMAI91561912 SATA Enabled Disabled

135 148 Online  Good Free disk WDC WD-WMAP41314932 SATA Enabled Disabled

e 148 Online  Good Free disk WDC WD-WMAP41314506 SATA Enabled Disabled
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5. Set hard drive 1 property.

Step 1. Move mouse to the gray button next to the number of slot 1, and select
“Set property”.

AL-8181i / Volume configuration / Physical disk s & B 4 N0
Local

Slot f;? “':E! Status Health Usage Yendor Serial Type Write cache Standby

L 148 Online | Good Free disk WwDC WD-WMAPE1314417 SATA Enabled Disabled

°

Good Free disk WDC WD-WMAMOPEI064S  SATAZ Enabled Disabled

Good Free disk WDC WD-WMAP41301756 SATA Enabled Dizahled

Good Free disk WDC WOD-WMARP41313053 SATA Enabled Dizahled
2 = 148 Online  Good Free disk WDC WD-WMAR41314278 SATA Enabled Dizabled
Z = 148 Online  Good Free disk WDC WD-WMARP41314910 SATA Enabled Dizabled
= o | 148 Online | Good Free disk WD WO-WMAP41314348 SATA Enabled Disabled
1El‘ 74 Online  Good Free disk WDC WO-WMAI91561912 SATA Enabled Disabled
13, 148 Online | Good Free disk WD WO-WMAP41314932 SATA Enabled Disabled
i 148 Online = Good Free disk WDC WO-WMAP41314506 SATA Enabled Disabled

Write cache options:
1. Enabled - Enable disk write cache.
2. Disabled - Disable disk write cache.
Standby options:
1. Disabled - Disable spin down.

2.30sec/ 1 min/5 min/30 min > Enable hard drive auto spin down to save
power in the period of time.

AL-8161i / Volume configuration / Physical disk / Set property

Slot 1:

Write Cache : Enabled =

Standby :

Physical disk
RAID group

<< Back ° Confirm °

PD column description :
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Slot The position of hard drives. The button next to the
number of slot shows the functions which can be
executed.

Size (GB) Capacity of hard drive.

RG Name Shows the RAID group of the hard drives

Status The status of hard drive.

“Online” - the hard drive is online.

“Rebuilding” = the hard drive is being rebuilt.
“Transition” - the hard drive is being migrated or is
replaced by another disk when rebuilding occurs.
“Missing” = the hard drive has already joined a RG but
not plugged into the disk tray of current system.

Health The health of hard drive.

“Good” - the hard drive is good.

“Failed” - the hard drive is failed.

“Error Alert” > S.M.A.R.T. error alert.

“‘Read Errors” - the hard drive has unrecoverable
read errors.

Usage “RD” - RAID Disk. This hard drive has been set to
RAID.

“FR” > FRee disk. This hard drive is free for use.
“DS” = Dedicated Spare. This hard drive has been set
to the dedicated spare of the RG.

“GS” > Global Spare. This hard drive has been set to
a global spare of all RGs.

“RS” > ReServe. The hard drive contains the RG
information but cannot be used. It may be caused by
an uncompleted RG set, or hot-plug of this disk in the
running time. In order to protect the data in the disk,
the status changes to reserve. It can be reused after
setting it to “FR” manually.

Vendor Hard drive vendor.

Serial Hard drive serial number.

Type Hard drive type.

“SATA” > SATA disk.
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“SATA2” > SATA I disk.
“SAS” > SAS disk.

Write cache

Hard drive write cache is enabled or disabled.

Standby

HDD auto spin down to save power. The default value
is disabled.

PD operations description :

Set Free disk

Make the selected hard drive to be free for use.

Set Global spare

Set the selected hard drive to global spare of all RGs.

Set Dedicated

spares

Set hard drive to dedicated spare of selected RGs.

Set property

Change the status of write cache and standby.
Write cache options:

“Enabled” - Enable disk write cache.
“Disabled” > Disable disk write cache.
Standby options:

“Disabled” - Disable spin down.

“30 sec/ 1 min/5 min/ 30 min” > Enable hard drive
auto spin down to save power in the period of time.

More information

Show hard drive detail information.

4.6.3 RAID group

“RAID group” can allow the users to create RG and view the status of each
RAID group. The following is an example to create a RG.

Step 1: Click “

click

“
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S Yolume configuration f RAID group f Create

Mame : RES-RO
RAID level : IR.&.ID a 'I
RAID PD slot : [ = =]
Write Cache - IEr‘nabIed vI

Standby : |Disabled VI

) L Confirm 8, . .
Step 2: Confirm page. Click if all settings are
correct.
i;s)e #PD #VD Status Health RAID Enclosure
135 <+ o Online Good RAID O Local
931 =2 o Online Good RAID S Local

Create -

(There is a RAID 0 with 4 physical disks, named “RG-R0”, total capacity is
135GB. Another is a RAID 5 with 3 physical disks, named “RG-R5”)

RAID group submenu:

ALB1E1 { ¥olume configuration / KALD group .4 B &Y

N, Name Total e #PD V0 status Health RAID Enclosure

1T 1) L o online Good RAID O Local

Craata

= ainter jance
Logout

1. Deactivate

Deactivating a RAID group allows the users to array roam the whole RAID
group to another iISCSI RAID subsystem without powering off this iISCSI RAID
subsystem.

2. Activate
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Activating a RAID group allows the users to restore the off-line status RAID
group. After a RAID group is array roamed to another iSCSI RAID subsystem,
the users have to execute this function to activate the moved RAID group.

AL-B1611 { ¥elume configuration / RALD group = - |

& B &
Guiicle In:
e System c ¥ ) . Name paral s D =D Status Health RAID Enclosure
. Guod RAID O Local
"
E 1921631 100> Groste

Taw o deaviien prin 7

Logout

3. Scrub.

Scrubbing a RAID group in order to remap bad blocks; this function is to make
parity regeneration, supporting RAID 3/5/6 /30 /50 /60 only.

AL-8161 { Voluma configuration / HALD group = H

= = M A

Health RAID Encios

£ Lsad RAID O Loe
TavaScript

m 192 168 1 100 Crai

Sersh RO e

AL-8161i / Molume configuration / RAID group / Set disk property =

RG QUICK21620 ;

Write Cache : Enabled »

'¥olume configuration Standby :

lume creation

<< Back ° Confirm .

Write cache options:
1. Enabled - Enable disk write cache.
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2. Disabled - Disable disk write cache.
Standby options:
1. Disabled - Disable spin down.

2.30sec/ 1 min/5 min/30 min > Enable hard drive auto spin down to save
power in the period of time.

5. Delete
Delete existing RAID groups.

If the RAID group contains VD (Virtual Disk), the VD has to be
deleted prior to the deletion of RAID group.

HOTE

6. More information

Display the RAID group information in detail

Securing Your Data through Us!

/ ¥Yolume configuration / RAID group / More information

‘AID group :

No. Name T(‘;g' E;gf #PD #YD Status Health RC RAID  EncNo.  Enclosure PD D-SP
1 QuIckzig2n 742 0 10 1 |onlire Good 1 RAIDOD D Local 21013567013 14
7. Migrate

To migrate the RAID level, please follow the steps below:

1. Select “/ Volume configuration / RAID group”.

2. Mouse moves to the gray button next to the RG number; click
“Migrate”.

3. Change the RAID level by clicking the down arrow to “RAID 5”.
There will be a pup-up which indicates that HDD is not enough to

support  the new setting of RAID level, click

“ Select FD ® ” to increase hard drives, then click

“ Confirm ® “to go back to setup page. When doing
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migration to lower RAID level, for example the original RAID level is
RAID 6 and the user wants to migrate to RAID 0, the RAID
subsystem will evaluate whether this operation is safe or not, and
appear a message of "Sure to migrate to a lower protection

array?” to give user warning.

MName : RG-RO-=RS
RAID level : IRAID 5 'l
RAID PD slot : 1234 Select PD ®

== Back ® Mext == .

4. Double check the setting of RAID level and RAID PD slot. If there is

no problem, click * Mext = ® «

5.  Finally a confirmation page shows the detail of RAID information. If

there is no problem, click “ SeLuili ® “ to start

migration. System also pops up a message of “Warning: power
lost during migration may cause damage of data!” to give user
warning. When the power is abnormally off during the migration, the

data is in high risk.

6. Migration starts and it can be seen from the “status” of a RG with
“Migrating”. In “/ Volume configuration / Virtual disk”, it
displays a “Migrating” in “Status” and complete percentage of
migration in “R%".

Total Free
No. Name (cB) (B) #PD #VYD Status Health RAID Enclosure

= RG-RO-=R3 1396 1386 4 1 Good RAID 5 Lacal

(A RAID 0 with 4 physical disks migrates to RAID 5 with 5 physical disks)
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Size R Snapshot

No.  Name Right Priority 59 Status Health  RAID #LUN #Snapshot NG
(GB) % (ME) name
1 uDRO- ) RAID RG-RO-
o DR a0 we h 4 optimal |6 V40 | 0 070 0 o

(A RAID 0 migrates to RAID 5, the complete percentage is 14%)

To do migration, the total size of RG must be larger or equal to the original RG. It
does not allow expanding the same RAID level with the same hard disks of

original RG.

When RG is being migrated, the iSCSI RAID subsystem would reject following

operations:

Add dedicated spare.

Remove a dedicated spare.

Create a new VD.

Delete a VD.

Extend a VD.

Scrub a VD.

Perform yet another migration operation.
Scrub entire RG.

9. Take a new snapshot.

© N o Ok~ w0 Db~

10. Delete an existing snapshot.
11. Export a snapshot.
12. Rollback to a snapshot.

RG Migration cannot be executed during rebuild or VD
extension.

HOTE
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RG column description :

No. Number of RAID group. The button next to the No.
shows the functions which can be executed.

Name RAID group name.

Total(GB) Total capacity of this RAID group.

Free(GB) Free capacity of this RAID group.

#PD The number of physical disks in RAID group.

#VD The number of virtual disks in RAID group.

Status The status of RAID group.

“Online” = the RAID group is online.

“Offline” - the RAID group is offline.

“Rebuild” - the RAID group is being rebuilt.
“Migrate” - the RAID group is being migrated.
“Scrub” - the RAID group is being scrubbed.

Health The health of RAID group.

“Good” - the RAID group is good.

“Failed” - the hard drive is failed.

“Degraded” - the RAID group is not completed.

The reason could be lack of one disk or disk failure.

RAID The RAID level of the RAID group.

Enclosure RG locates on local or JBOD enclosure.

RG operations description :

Create Create a RAID group.
Migrate Migrate a RAID group to different RAID level
Activate Activate a RAID group; it can be executed when RG

status is offline. This is for online roaming purpose.

Deactivate Deactivate a RAID group; it can be executed when RG
status is online. This is for online roaming purpose.

Scrub Scrub a RAID group. It's a parity regeneration. It
supports RAID 3/5/6/30/50/60 only.
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Delete Delete a RAID group.
Set disk || Change the disk status of write cache and standby.
property

Write cache options:

“Enabled” > Enable disk write cache.
“Disabled” > Disable disk write cache.
Standby options:

“Disabled” - Disable spin down.

“30 sec /1 min /5 min / 30 min” & Enable hard drive
auto spin down to save power in the period of time.

More Show RAID group detail information.
information

4.6.4 Virtual disk

“Virtual disk” (VD) can allow the users to create VD, snapshot, and view the
status of each existing VD. The following is an example to create a VD.

Step 1: Click GESts ® » enter “Name”, choose “RG name”,
“Stripe height (KB)”, “Block size (B)", “Read/Write” mode,

“Priority”, “Bg rate” (Background task priority), change “ Capacity

(GB)” if necessary. Then click Confrm e,

f Yolume configuration f Virtual disk f Create

Mame : YD-01

RG name : IRG—RD 'I
a0

Capacity (GB) :

Stripe height (KB} : Iﬁ

Block size (B} : m

Read/Write : O wWrite-through cache & Write-back cache
Priority : ¥ High priority € Middle priority T Low priority

Bg rate : |4:|'

Confirm s ,

Step 2: Confirm page. Click ¢ if all setups are
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correct.
Size . N R Snapshot RG
No. Name 8 Right Priority Bg rate Status Health B RAID #LUN e #Snapshot name
1. wD-01 30 WB HI 4 Online Optimal RAID O u] 0/0 u] RG-RO
HI 4 Initiating = Optimal 12 RAID S u] 0/0 u] RG-RS
Create L]

More informmation

(Create a VD named “VD-01", related to “RG-R0”, size is 30GB. The other VD is
named “VD-02”, initializing to 12%)

Virtual disk express menu:

AL8161] J Vulume contiguration / Virtual disk £ 4 B kb
Mhiucs #snapshot  RG
No.  name Y gupriority P9 Stows mealth % RAID wLUN  ipach  mSnapstet RO
(i) rate - o b 0 0 pat.
b QUICKZZS42| 742 WB ML 4 |ontne optmat | MO0 1 oo o GUICK21820
Create -

1. Extend
To extend VD (Virtual Disk) capacity, please follow the steps below:

1. Select “/ Volume configuration / Virtual disk”.

2. Mouse moves to the gray button next to the VD number; click “Extend”.
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3. Change the size. The size must be larger than the original, and then

click “ el i) R to start extension.

Size : 20
Free : 1386 (GB)

<= Back ® Confirm

Step 4: Extension starts. If VD needs initialization, it will display an
“Initiating” in “Status” and complete percentage of initialization in “R%”.

Size B R Snapshot RC
MNo. Name Right Priority g Status  Health RAID #LUN #Snapshot
rate Ao name
(GE) (MB)
1 _RO- _RO-
o D on we 4 | Initiating Optimal 69| M0 | o 0/0 i) RO

(Extend VD-R5 from 20GB to 40GB)

1.The capacity of VD extension must be larger than original
one.

HOTE 2.VD Extension cannot be executed during rebuild or
migration.

2. Scrub

Scrubbing a VD in order to remap bad blocks; this function is to make parity
regeneration, supporting RAID 3/5/6 /30 /50 /60 only.

AL-81811 { Yalume canfiguration / Virtual disk 2w M A %O

Quick Installatic
W Systam ¢ SEUEE  No. Neme  FE® Right  Priority  Borale  Status  Health

Entmnd

Sl |92 868 1 100
m Croate

Dolatn
Sornh VI et
Set property

artach LUN

o aintenance

Logout

Mhare irdormation

3. Delete
Delete existing VD; when deleting VD, the attached LUN(s) related to this VD

R Rpap  sLuw sl #Snapshot G

lpeea | 300 3 1 S23B1443 1 peea
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will be detached automatically.

Name fz‘;' Right  Priority  Rgrate  Status Hoath B mam slun 5"!""'_;']“" ssnopshot  RE

= 0 1 52361443 1 peta

E 192 1681 e

WARKING: Voo are goiag ¥ it 8 VD which sy have i
s and smghibion &

Dol VI i 7

AL-8161i / ¥olume configuration / Virtual disk / Set property

Name : QUICK22542
Read/Write : O vrite-through cache ® Writa-back cache O Read-only
Priority: @High priority O Middle priority O Low priority

Bg rate : 4 v

<< Back - Confirm s

i

Change the VD name, right, priority and bg rate. Right options:

“WT” > Write Through.

“WB” = Write Back.

“‘RO” - Read Only.

Write-Back Cache: When the system writes to a memory location that is
currently held in cache, it only writes the new information to the appropriate
cache line. When the cache line is eventually needed for some other memory
address, the changed data is "written back" to system memory. This type of
cache provides better performance than a write-through cache, because it
saves on (time-consuming) write cycles to memory.

Write-Through Cache: When the system writes to a memory location that is
currently held in cache, it writes the new information both to the appropriate
cache line and the memory location itself at the same time. This type of caching
provides worse performance than write-back, but is simpler to implement and
has the advantage of internal consistency, because the cache is never out of
sync with the memory the way it is with a write-back cache.
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Priority options:

“HI” = HIgh priority.

“MD” = MiD priority.

“LO” > LOw priority.

This function is used to set the priorities of RAID level
initialization and 1/0 accessing for the case of multiple VDs.

HOTE

Bg rate options:

“4/3/211/0" > Default value is 4. The higher number the background
priority of a VD has, the more background I/O will be scheduled to

execute.

5. Detach LUN

/ volume configuration / Virtual disk / Detach LUN S L H & v O
[ Host Target LUN  Permission #Session
" ign.2004-08 tw .com.qsan:p210c-000a6d0da:targetD o Read write u]

<< Back - Detach -

To detach LUN from a VD, please follow the steps below:

1. Mouse moves to the gray button next to the Host; click “Detach”.
There will be a confirmation page coming out.
2. Choose “OK".
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3. Done.

6. Attach LUN

/ ¥olume configuration / Yirtual disk / attach = & H i %O
Host (i5CSI node name) : 0
Target (iSCSI node name) : [amd ~

Permission : O Read-only @ Read-write

<< Back - Confirm -

To attach LUN to a VD, please follow the steps below:

1. Selecta VD.

2. Input “Host” name, or fill-in wildcard “*”, which means every host
can access to this volume.

3. Choose LUN and permission for the VD to be read only or be able to

be read and written.

4. Finally, then click * CONTt

7. Set snapshot space

Set up the size for snapshot. The minimum size is suggested to be 20% of VD

size, then click “ Sl i -

46.5

For more details, please refer to

(58] Maxlmun: 368 (GB)

304 (GA)

Légaut

8. More information

Show the properties of VD, Logical LUN, and Snapshot
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f Molume conflguration f Virtual disk £ Mare nformation

Size By Stripe height Snapshet #G  Block size
Mo, Mame W Tomy Mght Priority b Status Health % k) HAID #LUN ‘?-..h‘\‘ #snapshot Type M ()
| oota EOFINDIZ7Aa4dOda 300 WB  HI 4 onlne Optimal 64 PAD 1y seaeiees |1 RAID peta 512
- configuration
Wolume creation Lotiatunies
Hagt Target LN Permission WD name ESession
asus 0 Fead write peta 1
RAID group Smanshot :
Virtual disk N Name 'g;;;‘ Health Expurted Right HLUN Created time
Snapshot 1 nopshesl a7 Good Mo ) N Tue Sop 30 14:06:54 2008
Lagical unit
W Enclogure < Bach  »
management
W Maintenance
- Legaout
£ Vulume conliy 2 Wirlual dizk ¢ List LUN = T )
Hast 1argat Lun =wession
2 W1, 2004-0% v s amei B2 10v-000 98U =i Lar uwulo o a
e e -

VD column description:

No. Number of this Virtual disk. The button next to the VD No.
shows the functions which can be executed.

Name Virtual disk name.

Size(GB) Total capacity of the Virtual disk.

Right “WT” - Write Through.
“WB” - Write Back.
“‘RO” > Read Only.

Priority “HI” = HIgh priority.
“‘MD” - MiD priority.
“LO” > LOw priority.

Bg rate Background task priority.

“4/3/2/1/0" > Default value is 4. The higher number
the background priority of a VD has, the more
background I/O will be scheduled to execute.

Status The status of Virtual disk.
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“Online” - the Virtual disk is online.

“Offline” = the Virtual disk is offline.

“Initiating” = the Virtual disk is being initialized.
“Rebuild” - the Virtual disk is being rebuilt.
“Migrate” - the Virtual disk is being migrated.
“Rollback” - the Virtual disk is being rolled back.
“Scrub” - the Virtual disk is being scrubbed.

Health The health of Virtual disk.

“Optimal” > the Virtual disk is operating and has
experienced no failures of the disks that comprise the
RG.

“‘Degraded” > At least one disk which comprises space
of the Virtual disk has been marked as failed or has been

plugged.

“Missing” - the Virtual disk has been marked as missing
by the system.

‘Failed” - the Virtual disk has experienced enough
failures of the disks that comprise the VD for
unrecoverable data loss to occur.

“Part optimal” > the Virtual disk has experienced disk

failures.
R % Ratio of initializing or rebuilding.
RAID The levels of RAID that Virtual disk is using.
#LUN Number of LUN(s) that Virtual disk is attaching.
Snapshot The Virtual disk size that used for snapshot. The number
(MB) means “Used snapshot space” / “Total snapshot space”.

The unit is in megabytes (MB).

#Snapshot Number of snapshot(s) that Virtual disk is taken.

RG name The Virtual disk is related to the RG name

VD operations description:

Extend Extend a Virtual disk capacity.

Scrub Scrub a Virtual disk. It's a parity regeneration. It supports
RAID 3/5/6/30/50/60 only.
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Delete

Delete a Virtual disk.

Set property

Change the VD name, right, priority and bg rate.
Right options:

“WT” = Write Through.

“WB” > Write Back.

“‘RO” > Read Only.

Priority options:

“HI” = HIgh priority.

“‘MD” - MiD priority.

“LO” = LOw priority.

Bg rate options:

“4/3/2/1/0” > Default value is 4. The higher number
the background priority of a VD has, the more
background I/O will be scheduled to execute.

Attach LUN

Attach to a LUN.

Detach LUN

Detach to a LUN.

List LUN

List attached LUN(s).

Set snapshot
space

Set snapshot space for executing snapshot. Please refer
to 4.6.5 for more detail.

Cleanup Clean all snapshot VD related to the Virtual disk and
snapshot release snapshot space.

Take Take a snapshot on the Virtual disk.

snapshot

Auto Set auto snapshot on the Virtual disk.

snapshot

List snapshot

List all snapshot VD related to the Virtual disk.

More
information

Show Virtual disk detail information.
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4.6.5 Snapshot

Snapshot-on-the-box captures the instant state of data stored in the target
volume in a logical sense. The underlying logic is Copy-on-Write -- moving out the
data which would be written to certain location where a write action occurs since
the time of data capture. The certain location, named as “Snap VD”, is essentially a
new VD.which can be attached to a LUN provisioned for a host as a disk like other
ordinary VDs in the system. Rollback restores the data back to the state of any
time which was previously captured in case for any unfortunate reason it might be
(e.g. virus attack, data corruption, human errors and so on). Snap VD is allocated
within the same RG in which the snapshot is taken, we suggest to reserve 20% of
RG size or more for snapshot space. Snapshot / rollback features need 512MB
RAM at least.

Valume creation
wizard
Physical disk
RATID group
Mirtual disk
Snapshot
- Logical unit
W Enclastire
j gennant

i Maintensnce

| .'I-.nguut

Create snapshot volume

To take a snapshot of the data, please follow steps below:

1.  Select “/ Volume configuration / Virtual disk”.

2. Mouse moves to the gray button next to the VD number; click “ Set

snapshot space”.

3.  Set up the size for snapshot. The minimum size is suggested to be

20% of VD size, then click * Confirm @ « |t will go

back to the VD page and the size will show in snapshot column. It
may not be the same as the number entered because some size is

reserved for snapshot internal usage. There will be 2 numbers in
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“Snapshot (MB)” column. These numbers mean “Used snapshot

space” and “Total snapshot space”.

4. There are two methods to take snapshot. In “/ Volume
configuration / Virtual disk”, mouse moves to the gray button

next to the VD number; click “Take snapshot”. Or in “/ Volume

configuration / Snapshot”, click Take snapshot e »

5. Enter a snapshot name, then click “ Sl -

snapshot VD is created.

6. Select “/ Volume configuration / Snapshot” to display all

snapshot VDs related to the VD.
Linked snapshot for ¥D: |—VD—Dl - 'I

Used

No. MName ™B) Exported Right #LUMN Created time

2k ShapwD-01 u] Mo M M/A wed May 28 15:22:50 2008
Export

Rollback

Delete = Back o Cleanup ® Auto snapshot ® Take snapshot ®

(This is Snap VD, but it is not exported)

7. Mouse moves to the gray button next to the Snapshot VD number;
click “Export”. Enter a capacity for snapshot VD. If the size is zero,
the exported snapshot VD will be read only. Otherwise, the
exported snapshot VD can be read/written, and the size will be the

maximum capacity to read/write.

AL-81811
staiiatic
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8.  Attach a LUN for snapshot VD. Please refer to 4.6.6 for attaching a
LUN.

9. Done. It can be used as a disk.

Linked snapshot for vo: [~ w0 01 - =]

uUsed

MNo. MName )

Exported Right #LUMN Created time
= SnapvD-01 o ves RO o wed May 28 15:22:50 2008

ShapwD-02 a] wes R o wed May 28 15:26:40 2008

= Back - Cleanup - Auto snapshot - Take snapshot -

(This is the list of “VD-01". There are two snapshots in “VD-01". Snapshot VD
“SnapVD-01" is exported to read only, “SnapVD-02” is exported to read/write)

10. There are two methods to clean all snapshots. In “/ Volume
configuration / Virtual disk”, mouse moves to the gray button

next to the VD number; click “ Cleanup snapshot”. Orin “/Volume
Cleanup . »

configuration / Snapshot”, click *
11. Cleanup will delete all snapshots related to the VD and release

snapshot space.

Snapshot has some constraints as follows:

1. Minimum RAM size of enabling snapshot is 512MB.

2. For performance and future rollback, the RAID subsystem saves
snapshot with names in sequences. For example, three snapshots has
been taken and named “SnapVD-01(first), “SnapVD-02” and
“SnapVD-03"(last). When deleting “SnapVD-02", both of “SnapVD-02"
and “SnapVD-03” will be deleted because “SnapVD-03” is related to
“SnapVD-02".

3.  For resource management, maximum number of snapshots in the
RAID subsystem is 32.
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4. If the snapshot space is full, system will send a warning message of
space full and the new taken snapshot will replace the oldest snapshot
in rotational sequence by executing auto snapshot, but new snapshot
can not be taken by manual because system does not know which

snapshot VDs can be deleted.

Auto snapshot

The snapshot copies can be taken manually or by schedule such as hourly or daily.

Please follow the steps:

1.  There are two methods to set auto snapshot. In “/ Volume
configuration / Virtual disk”, mouse moves to the gray button

next to the VD number; click “Auto snapshot”. Or in “/ Volume

configuration / Snapshot”, click “ Auto snapshat e »

2. The auto snapshot can be set monthly, weekly, daily, or hourly.

3. Done. It will take snapshots automatically.

Wl

Months to take snapshots : Vo1 Moz Moz Vo4
Wos Wos Mo7 Wos
Moo VWio W11 W12

[T all
Weeks to take snapshots : Oi02 0z M4
Os

i
[T sun T Mon T Tue 7 wed
[ Thu T Fri T sat

Days to take snapshots :

[ all

Moo Mol Moz Mo3s

o4 Mos Mos Moz
Hours to take snapshots : Mos Foa Mo 11

M1z M1a M14 M5

Mia M1z M8 M 19

Moo Me1Mzz Maea

== Back ° Canfirm ®

(It will take snapshots every month, and keep the last 32 snapshot copies)

77



Software Operation Manual

will be taken every Sunday 00:00. Monthly snapshot will be

Daily snapshot will be taken at every 00:00. Weekly snapshot
taken every first day of month 00:00.

HOTE

Rollback

The data in snapshot VD can rollback to the original VD. Please follow the steps

below:

1.  Select “/ Volume configuration / Snapshot”.

2. Mouse moves to the gray button next to the Snap VD number which

user wants to rollback the data; click “ Rollback”.

) B Created time

LY Tug Sep 20 14:06:54 2009

figuration . badiiciy s
WMalume creaticn

= Rallback Saapubat VI 1 with o 17

wizard
Bhysical disk
~ RAID group
| Virtual disk
Snapshot
_ Logical unit

. @ Enclosure

3. Done, the data in snapshot VD will rollback to the original VD.

Rollback has some constraints as described in the followings:

1. Minimum RAM size of enabling rollback is 512MB.

2. When making rollback, the original VD cannot be accessed for a while.
At the same time, the system connects to original VD and snaps VD,
and then starts rollback.

3.  During rollback, data from snap VD to the original VD, the original VD
can be accessed and the data in VD just like it has finished rollback. At
the same time, the other related snap VD(s) can not be accessed.

4.  After rollback, the other snapshot VD(s) after the VD which is doing

rollback will be deleted.
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Before executing rollback, it is better to dismount file system for
flushing data from cache to disks in OS first. System sends

pop-up message when user executes rollback function.
Caution

The following is an example to take a snapshot:

Step 1: Create snapshot space. In “/ Volume configuration / Virtual disk”,
Mouse moves to the gray button next to the VD number; click “Set
snapshot space”.

Confirm s ,

Step 2: Set snapshot space. Then click . The

snapshot space is created.

f Yolume configuration f Virtual disk f Set snapshot space

Size : 15 (GB) Maximun: 105 (GB)
Free : 105 (GB)
Size . _— R Snapshot RG
MNo. Name B Right Priority Bg rate Status Health iy RAID #LUN ) #5Snapshot name
1,.. WwD-01 30 WB HI 4 Online | Optimal RAID O u] 263/15360 u] RG-RO
2 wD-02 20 WB HI 4 Online  Optimal RAID 5 u} o/0 u} RG-RS

=

(“VD-01” snapshot space has been created, snapshot space is 15360MB, and
used 263MB for saving snapshot index)

Step 3: Take a snapshot. In “/ Volume configuration / Snapshot”, click

“ Take snapshot @ » 4 il jink to next page. Enter a snapshot

name.
Linked snapshot for ¥D: I—VD—Dl - 'I
Used q f
MNo. MName B) Exported Right #LUM Created time
2 ShapwD-01 o Mo M2 MAA wed May 20 15:22:50 2008
< Back ™ Cleanup ™ Auto snapshot & Take snapshot =

Step 4: Export the snapshot VD. Mouse moves to the gray button next to the
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Snapshot VD number; click “Export”. Enter a capacity for snapshot
VD. If the size is zero, the exported snapshot VD will be read only.
Otherwise, the exported snapshot VD can be read/written, and the

size will be the maximum capacity to read/write.

J Yolume configuration f Snapshot f Set quota

Size : 14
Available : 14 (GR)
Linked snapshot for vD: [- w001 - =]

MNo. Name L('::)d Exported Right ZLUMN Created time

- SnapwD-01 o res RO o wed May 28 15:22:50 2008

SnapwD-02 a] Yes R o wed May 28 15:26:40 2008

= Back - Cleanup - Auto snapshot - Take snapshot -

(This is the list of “VD-01". There are two snapshots in “VD-01". Snapshot VD
“SnapVD-01" is exported to read only, “SnapVD-02” is exported to read/write)

Step 5: Attach a LUN to snapshot VD. Please refer to 4.6.5.4 for attaching a
LUN.

Done: Snapshot VD can be used.

Snapshot column description:

No. Number of this snapshot VD. The button next to the
snapshot VD No. shows the functions which can be
executed.

Name Snapshot VD name.

Used (MB) The amount of snapshot space that has been used.

Exported Snapshot VD is exported or not.

Right “RW” - Read / Write. The snapshot VD can be read /

write.
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“RO” - Read Only. The snapshot VD can be read
only.

#LUN Number of LUN(s) that snapshot VD is attaching.

Created time Snapshot VD created time.

Snapshot operations description:

Export / Export / unexport the snapshot VD.
Unexport
Rollback Rollback the snapshot VD to the original.
Delete Delete the snapshot VD.
Attach Attach to a LUN.
Detach Detach to a LUN.
List LUN List attached LUN(s).
Logical unit

“Logical unit” can view the status of attached logical unit number of each VD.

ALB1B1I J Valums canfiguration / Logtcal unit

installation
e configuration|
I eonfiguration

Host Target LuN Permission VD name #5esslon

. amd [ Fead write ipeta o

The users can attach LUN to a VD or snapshot VD by clicking the
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B Attach ® ” “Host” must enter an iISCSI node name for access

control, or fill-in wildcard “*”, which means every host can access the volume.

L o Confirm s,
Choose LUN number and permission, then click .
VD : |wD-01 {20GE) =l
Host (iSCSI node name) : *
Target {(iSCSI node name) : lign.2004-08 £w.com,amd :p210c-000a6d021 targeto =]
LUM : -0 - hd
Permission : C Read-only & Read-write
o VD n
Host Target LUMN Permission name #5ession
* iqn.2004-08.tw .com.amd :p210c- .
° 00026021 targeto O Resdbtitel Bt e
ign.1991-
05.com.microsoft: demo all 1 Read write WD-02 0
Permission : C Read-only @ Read-write

( VD-01 is attached to LUN 0 and every host can access. VD-02 is attached to
LUN1)

LUN operations description:

|| Attach || Attach a logical unit number to a Virtual disk. ||

Detach Detach a logical unit number from a Virtual disk.
I| | I|

The matching rules of access control are inspected from top to bottom in
sequence. For example: there are 2 rules for the same VD, one is “*”, LUN 0;
and the other is “ign.host1”, LUN 1. The other host “ign.host2” can login
successfully because it matches the rule 1. The access will be denied when
there is no matching rule.

4.7 Enclosure management

“Enclosure management” allows the users to manage and observe the
enclosure information that include “ SES configuration”, “Hardware monitor”,
“S.M.A.R.T.” and “UPS".

82



Chapter 4. Web Browser-based Configuration

S = M &+ .0

Aceess control for SES management
System monitered voRage, temparature and battery batkue module

Self-mardorng analysis and reparting technalogy for physical dsks

SES configuration
Hardware rmonitor urs Uninterruptible power supply

To have the enclosure management work correctly, there are many sensors
deployed inside of this iISCSI RAID subsystem for different purposes, such as
temperature sensors, voltage sensors, hard disks, fan sensors, power sensors,
and LED status. Depending on different hardware characteristics, the sensors
have different polling intervals.

Below are the details of polling time intervals:

1 Temperature sensors: 1 minute.

2 Voltage sensors: 1 minute.

3. Hard disk sensors: 10 minutes.

4 Fan sensors: 10 seconds . When there are 3 errors consecutively,
controller sends ERROR event log.

5. Power sensors: 10 seconds, when there are 3 errors consecutively,
controller sends ERROR event log.

6. LED status: 10 seconds.

4.7.1 SES configuration

Most recent SCSI enclosure products support a protocol called SCSI
Enclosure Services (SES). The initiator communicates with the enclosure
using a specialized set of SCSI commands to access power, cooling, and other
non-data characteristics. To enable or disable the SES support, give “SES
Configuration” a click.

(Enable SES in LUN 0)

The SES client software is also available at the following web site:

SANtools: http://www.santools.com/

83


http://www.santools.com/

Software Operation Manual
|

4.7.2 SES Hardware monitor

“Hardware monitor” allows the users to view all the information about the
current status of voltages and temperatures read from the monitored
components.

AL-81611 { Enctusure management  Hardvoare menitar = 45 H 4w O
Logal
item information
+18v +10 W in = +1.1% V, mak = +1.20V)
10 +3.34 W (Mmin = +2.10 V, max = +3,55 V)
nclosure: 5 =
MaRagEmEnt = +5.02 W (min = +4.00 V, max = +5.35 V)
££5 configurstion 12V 1185 (min = + 10,80 V, max = +13.20 1)
Hardware monitor + 1AW +1ELV (i = 41.71V, max = +1.93V)
SMART. +EBacelane): V5,10 W [N = 44,75, Mmak = +5.25 V)
+12viBackplana) +12.08 V {min = «10.80 W, max = +13.20 W)
B Malntenance +3.3vi{Backplane) +3.42 W (min = +3.13V, max = +3.53)
Logout Core Processar . [hyst = 40,0 {C), high = +80.0 {C))
Onboard 545 Devien 1 #45.5 (C} [hyst = 40.0 (€], hagh = +80.0 (€))
Onbinard SA5 Device 2 #40.0 (C} [hyst = +0.0 (C), hegh = +80.0 (1)
Location 1{Rackplane); +31.0 () (hyst = +0.0 (], hagh = +38.0 (€}
Location 2Eackplans): +31.0 (C) [hwst = +0.0 [C). hagh = +56.0.(C})
Loeation JRackplane) +20.0 (C) (hyst = +0.0 (], high = +508.0 (€}
PEUT (Backplana) good
PELZ (Backplans) goed
a1 (Backplana) good (4086 REM)
Atz (backplane) good (4017 RPM)

Auto shutdown

If “Auto shutdown” has been checked, this RAID subsystem
will shutdown automatically when monitored voltage or
temperature is out of the normal range. For securer system
HOTE and data protection, please check “Auto Shutdown”. To avoid
the possibility of system auto shutdown that is triggered by
any single short period of high temperature or abnormal
voltage, this iISCSI RAID subsystem uses multiple condition
judgments for auto shutdown.

Below are the details about the conditions under which the auto
shutdown will be triggered automatically:

1.  There are 3 sensors deploayed on the RAID controllers for
monitoring temperature; one is on the core processor, another is on
the PCI-X bridge, and the final one is on the daughter board. The
RAID controller will check each sensor every 30 seconds. When
one of these sensor is over high temperature for 3 minutes

continuously, auto shutdown will be triggered immediately.
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2.  The core processor temperature limit is 85°C. The PCI-X bridge
temperature limit is 80°C. The daughter board temperature limit is

80C.

3. If the high temperature situation doesn’t last for 3 minutes

continuously, the RAID controller will not launch auto shutdown.

4.7.3 SSM.A.R.T.

S.M.A.R.T. (Self-Monitoring Analysis and Reporting Technology) is a diagnostic
tool for hard drives to deliver warning of drive failures prior to the occurrence of
serious hard drive failure. Thus S.M.A.R.T. provides the users with the chances
to take data saving actions before possible drive failure.

AL81E1] cla { SMART. g 0 Bk w0

TR Installation
L configuration| = a Spin up Realincated sactor Senk errar Spin up Callbration Tomparaturs
: rate e ot rate o

uuuuuu

lume: configurstion = et )

a r‘. 3 A 172(21) 200(140) 200(51) 100(51)
168(21) 200[140) 2OM51) 100051}
172(21) 200(140) 200{51) 100(51)
188(21) 200(140) 20051) 100(51)
171EL) 200(140) FOM51) 100(51)

101(21) 200[140) 200(51) 100(51)
186(21) 200[140) 00(51) 100{51)
16621) 158(140) 2001 100[51)

How S.M.A.R.T. works is to measure many attributes coming from the hard
drive and inspects the properties of hard drives all the time. The advanced
notice of possible hard drive failure can allow the users to back up the hard drive
data or replace the hard drive prior to the occurrence of serious hard drive
failure.

Clicking “S.M.A.R.T.” to view the current S.M.A.R.T. information of each hard
drives. The number out of the parenthesis is the current value; the number
inside of the parenthesis is the threshold value. Depending on the hard drive
vendors, the threshold values will be some different; please refer to hard drive
vendors’ specification for details.

S.M.A.R.T. only supports SATA drive. SAS drive does not
have this function, and will be displayed as “N/A.

HOTE
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Local
Slot  HDD type Rea:ia‘irrnr Sﬁj:eup Reallnl::::'a: sector See:::rrnr S::i‘:li:p Calviehuri.zion Temp&;ature
1 SATA S9[6) [=L=l{a)] 100(36) 87(30) 100(97) MNfA 32
2 SATA M 220(63) 180(63) 253(0) 253(157) 253(223) 37
=l SATA M 227(83) 253(63) 253(0) 253(157) 253(223) 32
4 SATA 100(51) 100(25) 28(11) 100(51) 100(51) 100(0) 29
5 SATA, 100(60) 147(24) 100(5) 100(67) 100(60) MfA a3
6 SATA 100(60) 149(24) 100(5) 100(67) 100(60) MNfA 31
7 SATA M 220(63) 253(63) 253(0) 253(157) 253(223) 35
8 SATA 100(51) 100(25) 100(11) 100(51) 100(51) 100(0) 23
9 SATA 10060} 140(24) 100(5) 100(67) 100(60) MNfA 33
10 SATA, 100(51) 100(25) 100(11) 100(51) 100(51) 84(0) a0
11 SATA, 100(51) 100(25) 100(11) 100(51) 100(51) 100(0) a0
12 SATA 57(0) a5(0) 100(36) 80(30) 100(97) MR 34
13 SATA 100(51) 100(25) 100(11) 100(51) 100(51) 100(0) 29
14 SATA 61(6) 98(0) 100¢36) 82(30] 100(97) A 33
15 SATA 69(6) a5(0) 100(36) G1(30) 100(97) MNfA 34
16 SATA, 65(6) 2a(0) 100(36) B1(30) 100(97) MfA a0

4.7.4 UPS

The item “UPS” allows the users to setup UPS (Uninterruptible Power Supply)
support for specific UPS models.

AL 881§ { Enclosurs management / LIPS

Installation URS type ;

Shutdown battery lewel (2e) @
Shutdown delay {s) : =
Shistdawn LIPS © =
Status ¢

Battery lowel : [ ]

SES configuration
Hardware montor

SMART

Presently, this iSCSI RAID subsystem merely supports and communicates with
the smart-UPS of APC (American Power Conversion Corp.). Please check out
the details from the website: http://www.apc.com/. Below are the procedures
about how to quickly setup the APC UPS:

Step1l: First, connect the system and APC UPS via RS-232 for communication.
Step2: Setup the shutdown values when power is failed.

UPS column descriptions:

H UPS Type Select UPS Type. Choose Smart-UPS for APC, None for H

other vendors or no UPS.

[_Shutdown ] When below the setting level, the system will shutdown. ||
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Battery Level || Setting level to “0” will disable UPS.

(%)
Shutdown If power failure occurred, and system can not return to
Delay (s) value setting status, the system will shutdown. Setting
delay to “0” will disable the function.
Shutdown Select ON, when power is gone, UPS will shutdown by
UPS itself after the system shutdown successfully. After power
comes back, UPS will start working and notify system to
boot up. OFF will not.
Status The status of UPS.
“Detecting...”
“Running”
“Unable to detect UPS”

“Communication lost”
“UPS reboot in progress”
“UPS shutdown in progress”

“Batteries failed. Please change them NOW!”

Battery Level || Current percentage of battery level.
(%)

4.8 System maintenance

“Maintenance” allows the users to take the following operations that include
“System information” to view this iSCSI RAID subsystem main information,
“Upgrade” to upgrade the ISCSI firmware version, “Reset to factory default” to
reset all the RAID controller configurations to the factory configurations, “Import
and export” to import and export this iSCSI RAID subsystem configurations,
“Event log” to view system event logs, and “Reboot and shutdown” to either
reboot or shutdown this iSCSI RAID subsystem.

AL8161] [ Maintenance 5 o 8 4 40
Installation
ern configuration

Fimote upoad firmware

actory dofault:
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4.8.1 System information

“System information” can display this iSCSI RAID subsystem system
information that include firmware version, CPU type, system memory size, and
controller serial number.

{ Malntanance £ System intormation

System Information
AL-81611 1.0.2 (build 20080%191500)
P Lype

HECI-IOPO1I4x Family rev 8 [vS1)
Instalind system memary

ECC Unbuffered DOR-11 1024M2
Cantroller serial ne,

DO1378ASDODA

4.8.2 Upgrade
“Upgrade” allows the users to upgrade the firmware version. Please ?re?are

) ) " C . . « DBmws.. |,
new firmware file named “ xxxx.bin” in local hard drive, then click

to select the firmware file. Once the firmware files is selected, click
B Confirm .,

AL 8181  Maintanance / Upgrads

Brovese the firmware t upgrade :
B ©xport configuration

Mansgerment
= Maintena

Then there will be a pop-up message as follows:

ij’.-) Upgrade systern now?

If wom weant to downgrade 1o the previons FIW later,
pleaze export yonr system configuration firstl

]34 Cancel
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Click “Cancel” to export this iSCSI RAID subsystem configurations in advance,
or click “OK” to start to upgrade firmware. When upgrading firmware starts,
there will be a progress bar showing the upgrading process. When the firmware
upgrading is completed, this iISCSI RAID subsystem must be rebooted manually
in order to make the new firmware upgrading effective.

4.8.3 Reset to factory default

“Reset to factory default” allows the users to reset this iSCSI RAID
subsystem configurations to the factory default configurations.

Sure to reset to factory default?

Corfirm =

4.8.4 Import and export

“Import and export” allows the users to backup this iISCSI RAID subsystem
configurations into a file.

1. Export: Export this iSCSI RAID subsystem configurations into a file.

2. Import: Import this iISCSI RAID subsystem configurations excluding

volume configuration.

AL 881 / Maintemances / Impart and sxport £ &L A & O

‘Giliick inst Import/Export : -
oI Systam tmpurt file : % Choose..,
W {SCST oo 2l
= Valume :
. W Enclosure
managerment
~ & Maintenance
System Information
| Upgracs
‘1 Resat to factory
default
Impert and export
Evert log
Reboot and

- shutdowr
Logout
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For the volume configuration setting, the values are available
in Export and not available in Import to avoid
confliction/date-deleting between two RAID controllers. That

NHOTE is, if a RAID controller already keeps valuable data in the disks
and the users may forget to overwrite it, using Import could get
all the original configurations back. But if the volume setting is
also imported, the user’s current data will be overwritten.

4.8.5 Event log

“Event log” can view the event messages. Check the checkbox of INFO,
WARNING, and ERROR to choose the event log level of display event log.

Do tiload &

1. Click “ ” button to save the whole event log as a

text file.

2. Click” 1=l  ” putton to clear event log.

3. Click * CRES ® * putton to stop alarm if this iSCSI RAID

subsystem alerts.

{ Malntanance J Euent lag

Show events MINFO W WARNING WFERROR

Typn Time Contont

INFO 2008/09/30 14:19:20 SCSH legin from ign.1991-0% com microsoft win-lgt?rrdvw 49 odsor (1592.168.2.106:62399) sutceeds,
INFG 2000/09/30 141
INFO  FO0R/0N/30 141
INFO 2008/09/30 141 0 SCSI logout from ion.1991-08 com.m
INFC 2000/09/30 14:10:00 SCSI login fram ian.1991-05.cam Itiwan-lot T dvw49.edsor (162.160.2,106:6230+4) succeeds,
INFO | 2D0R/09/30 14;16:48 admin login from 182.168.1.33 via Weh U1

- Vol
W Enilost,
managemeant
- = Maintenance
System Information

Lipgracde

Raset to factory INFO 2008/09/20 14:06:94 A snapshot on YD iets has been taken
default INFO | 2000/09/30 14:05:31 Set the snapshot space of VD ipeta to 1447 MB.
Import and expaort INFO 200R/9/30 14:03:45 VD ipeta has been created.
Event log INFO 2008/09/30
Reboot and INFO 2000,/09/30
shutdown INFG 2008/09/30

Logout INFO | 2008/09/20 13144:53  admin login from 152.168.1.33 via Wab U1

INFC 2000/09/20 13:44:52 admin login from 192.160.1.33 via Web U1

INFO 20080930 13:43:20 | SCSI Ingout from ign. 195105 com mucrosaft win-lat Tedvw49.edsar (152.168.2. 106:62307) was receved, reason [dose the session].

wir-akTredvw4 edsor (192.160.2.106:62106) was recened, reason [dose the session).
-loETre3v w49 dsar ( 182.168.7. 10
win AT 3y wed s pdsor (192,168.2.106:62

GCSI logouk from 1Gn.1981-05 com.mecros:
5| FCSH Iogin from ign. 198105 com.microsol

30 succAeds,

84) wag receimed, roason [dose the session].

3 RS peLa has been created.
30 RS QUICKOSDSS has been deleted,
S0:03 WO QUICK 39188 has been delated.

FO| 2008/09/30 13:43:20 BSOS login from ign. 199108 com microsoftwin-|otTardvwdd.edsar (152168 2,10 7) succeods.,
FO | 2008/09/30 13: CSI logout from ign.1991-05 com microsoft:win-gt7nrdyw49, edsor (192.168.2.106:62306) was recened, raason [cose the session].
51 login from ign. 199105 com microsoft win-lot?redvw49.pdsar (152.168.2 2306) s 5

1B2I08)

C51 logeut from ign. 1951 -0% com micresolt:win-AgtTnr3vw 49, edsar (192.168.2 5 rscoived, rosson [dose th session].
FO | 2008/09/30 13t 6 1CSI login from ign.1991-05 com.microsoft: win-lgt7rrdvw49.edsor (192.160.2.106:62305) succeeds,

INFO 20080930 13:42:05 SCSI Ingout from ign.1991-05 com.microsaft: win-Agt Tor3vw45.ndsar (152,168 2. 1061

04} was recoivod, reason [dase the session].
INFO | 2008/09/30 13:42:08 iCSE login from ign.1991-08.com microsoft:win-lgt rrivwad. odsar (162.168.2.106:62304) sutteods, =

The event log is displayed in reverse order which means the latest event log is
always listed on top of the first page. The event logs are actually saved in the
first four hard drives; each hard drive has one copy of the complete event logs.
For one controller, there are four copies of event logs to ensure the users can
check event log any time even though there is one or two hard drives fail
simultaneously.
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4.8.6 Reboot and shutdown

“Reboot and shutdown” allows the users to safely reboot or shutdown this
iSCSI RAID subsystem. Making use of “Shutdown” to power off this iSCSI
RAID subsystem is a good way to prevent any data loss, because Shutdown
execution gets this iISCSI RAID subsystem to flush the data from the cache
memory to the physical disks first, a necessity for data protection.

AL-B181 { Maintenance [ Reboat and shuatdeven e o - oy

Event log

Reboot and

shutdown
Logaut

4.9 Logout

For security reason, “Logout” allows users to logout when no user is operating
this iISCSI RAID subsystem. To re-login, please enter username and password
again

AL-8161 / Logout
Sure to lagout?
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Chapter 5.

Console Port-base RAID

Management

This iISCSI RAID subsystem console port-based configuration menu is mainly
designed to be used as a RAID manage interface for the users who have no
web browsers and want to quickly configure the RG (RAID group), VD (Virtual
Disk), iSCSI settings, and so on.

5.1 Login
The users must login as administrator. The default User Name is “admin” and
the Password is “0000”.

AL-81611i login: admin
Password:

After the login, the main configuration menu as below will pop up automatically.

System configuration
15CST configuration
Yolume configuration
Enclosure management
Haintenance

Logout

+FN/
iUuick installation
1

5.2 Quick Installation

Itis easy to use “Quick installation” to create RG (RAID group) and VD (Virtual
disk). Quick installation takes the whole physical disks to create a RG and VD;
Quick installation itself will calculate the maximum space of RAID levels
0/1/3/5/6/0+1 respectively, depending on the number of physical disk. Quick
installation will occupy all residual RG space for one VD, and it has no space for
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snapshot and spare. If snapshot is needed, please create RG and VD by
manual, and refer to snapshot configuration for more details. If some physical
disks are already being used by other RGs, “Quick installation” can not be
executed because Quick installation is valid only when all physical disks in
RAID subsystem are free. Below is one example of Quick Installation.

Step 1: Click “Quick installation”, then choose the RAID level. After RAID
level choosing, press the enter key.

luick installation
System configuration
1SCST configuration
Yolume configuration

Enclosure management R Select protec! EEE—— +
Maintenance IRAID @ {742 GB !
Logout IRAID 1 (74 GB) |
{RAID 3 (668 GB) |
HAID 5 (668 GB) |
{RAID 6 (5% GB) H
{RAID B+1 {371 GB) i

e Path:B0uick installationlg
iUuickInstall: Select Protect
1

Step 2: On Confirm page, if all setups are correct, select Yes.

Then a RG and VD will be created. Now you can start to use the RAID
subsystem.

luick installation]
System configu
1SCST configur| Protect: RAID 5 on Local enclosure
Yolume configu| Yolume (VD) size: 668 GB

Enclosure mana| ¥D created on new RG

Haintenance | Attach ¥D to LUN=8

Logout

Install with the above setting 7

¢l o <No >

e ath :M0uick installationid
iOuickInstall: Select Protect
1

5.3 System configuration

“System configuration” is designed to setup the “System Name”, “Data and

Time”, “IP address”, “Login configuration”, “Password”, and “System log server”.
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Date and time

IP address

login configuration
Password

System log server

BPath:HSvustem configurationll

|8
|

vstem name

5.3.1 System name

“System name” allows the users to name the RAID subsystem. Default system
name composes of model name of this RAID subsystem.

ks tem namel ll
|IDate and time Il
|IP address |
|Login configuration Il
|Password |
|System log server Il

|| System name: FIRENRES Il |

P2 th: BEvstem configurationigSystem namel
IChange system name Il
Il

5.3.2 Data and time

Check “Change date and time” to setup the system date and time.

System name

TP address

|l ogin configuration
Password

System log server

+— / stem configurationfflate and timcll

B: switch. Enter: setup. ESC or '<': give up

5.3.3 IP address
On this setting page, the users can change this iSCSI RAID subsystem IP
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address ~ DNS address, even the HTTP ~ HTTPS, and SSH port number when
the default port numbers are not allowed on the host or server.

! Name Value !
DHCP)
IP address 192.168.1.100
Netmask 205.255.255.0
Gateway 192 .168.1.254
DNS 127.0.0.1
MAC address 00:13:78:A6:D0:DA
HTTP port 80
HTTPS port 443
SSH port 22
e ath:MSustem configurationfIP addresslg
EENTER: list available operations.
1 1

SSH (secure shell) is required when the users want to login this iISCSI RAID
subsystem from the remote side. The SSH client software is available at the
following web site:

SSHWinClient WWW: http://www.ssh.com/
Putty WWW: http://www.chiark.greenend.org.uk/

5.3.4 Login configuration

“Login configuration” allows the users to enable or disable “Auto Logout
and Login lock”.

System name

Date and time

IP address

login configuration

Password | 091N configurationgmess

Sustem log server Hliuto logoutBDisable
iLogin lock: Disable

] < 0K > <Cancel> !

e Path:HSustem configurationllogin configurationld
Eenter to select
1

Auto logout: The options are (1) Disable; (2) 5 minutes; (3) 30 minutes; (4) 1
hour. The system will log out automatically when this iSCSI RAID subsystem
console port-based configuration menu is inactive over 5 minutes \ 30 minutes \
| hour, depending on the Auto Logout setting.

Login lock: Disable/Enable. When the login lock is enabled, this iISCSI RAID
subsystem console port-based configuration menu allows merely only one user
to login or modify the RAID subsystem settings.

95


http://www.ssh.com/
http://www.chiark.greenend.org.uk/

Software Operation Manual
|

5.3.5 Password

The users can change the password. Below are the steps:

Step 1: Type the old password

System name
Date and time

IP address

login configuration
Rassvord

Sustem log server

101d password : I |

I Path:HSustem configurationfPasswordl
iChange password
1

Step 2: Type the new password

System name
Date and time
IP address

Login configuration
fassuord

System log server

{New password : R |

M Path:BSustem configurationfPasswordig
iChange password
1

Step 3: Re-type the new password

System name
Date and time
IP address

Login configuration
fassuord

System log server

|Retype new password: i |

b o th:lSvstem configurationfPasswordl
|Change password

1

1

Step 4: Done
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System name
Date and time
EP addreS? W :
ogin configuration +———— e ———+
Rassword

Password is changed.

Sustem log server

<0f>

e Path:MSustem configurationffPasswordl
iChange password
1

5.3.6 System log server

Using “ System log server”, the users can choose the facility and the event log
level. The default port of syslog is 514. The default setting enables event log
level: WARNING and ERROR.

System name
Date and time

IP add Setup system log server
IRLIIP /hostnamcHl192.168.1.101

Passwo|UDP port: ol4
MR Facility: User
1Event lewel: WARNING ERROR

| < 0K > <Cancel>

e Path -MSustem configurationfSystem log serverld

iChanqe IP address
1

There are some syslog server tools. The following web sites are for your
reference:

WinSyslog: http://www.winsyslog.com/

Kiwi Syslog Daemon: http://www.kiwisyslog.com/

5.4 1SCSI Configuration
“iISCSI configuration” is designed to setup the “Entity Property”, “NIC”, “Node”,
“Session”, and “CHAP account”.
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NIC

Hode
Session
CHAP account

e Path:HiSCST configurationld
i ntity property
1

5.4.1 Entity property

“Entity property” can view the entity name of this iSCSI RAID subsystem, and
setup the “iSNS IP” for iSNS (Internet Storage Name Service). The iSNS
protocol is designed to facilitate the automated discovery, management, and
configuration of iSCSI devices on a TCP/IP network environment. iSNS
provides intelligent storage discovery and management services comparable to
those found in Fibre Channel networks, allowing a commodity IP network to
function in a similar capacity as a storage area network. To use iSNS, it needs to
install a iISNS server. Add an iSNS server IP address into the iSNS server lists
so that a iSCSI initiator service can send queries.

[Entity propert

NIC

Node

Sessio Setup entity property
NI tity namcBlltest

1iSNS IP:

! < 0K > <Cancel> i

e Path:liSCST configurationlEntity propertyld

iChange entity name
1
1

The server that functions as ISNS server must not be installed
with iSCSI initiator.

HOTE
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5.4.2 NIC

“NIC” can change the IP addresses of iSCSI host ports. This iISCSI RAID
subsystem has four Gb/s LAN ports working as the host ports to transmit data.
Each port must be assigned with a unique IP address unless the link
aggregation or Trunking mode has been selected. If any two or more ports are
set in link aggregation or Trunking mode, they will display the same IP.

Select a LAN port, and press the enter key.

[Name LAG LAG No DHCP IP address Hetmask Gateway Def |
HeoN1l _____Nol |__Nol 192 168.1 10 255.255 255 Ol 192.168.1.254 lI?i
1LAN2 No N/A No 192 .168.2.1 255.255.255.8 192.168.2.254 Yes |
ILANS No N/A No 192.168.3.1 255.255.255.0 192.168.3.254 HMNo |
iLﬂNﬁ Mo N/A No 192 .168. 4.1 255.255.255.8 192.168.4.254 Mo i
i |
| |
i i
| |
! i
b Path:HiSCST configurationiNICH i
i EF\‘: list available operations. i
1 1
Then a submenu will pop up.
iName LAG LAG Mo DHCP IP address Hetmask Gateway Def
' _IE -lE - MIC operations I 192 168 1254 II?
[Bltatic IP [E3]] .0 192.168.2.254 Mo
'LHN3 No N/ﬂ No 'DHCP (d)}.o 192.168.3.254 Mo
LAN4 No N/R No }Add link aggregation {1})i.8 192.168.4.254 Mo
iDelete link aggregation (r)|
|Set jumbo Trame (i)l
IDefault gateway (o)l

1SCSI configurationfdMTCE

EF\‘: list available operations.

E— '. e —

e g e e e =

Below are the descriptions about this submenu:

1. Select “ Static IP”; then the users now can change the static IP address of the
selected host port.

{Name LAG LAG No DHCP IP address Netmask Gateway Def
_IE! AN Nol

[ —— Setup static TP i — + 192.168.2.254 HNo
LFINS No LAPRIIP addressE 192 .168.1.1 1 192.168.3.254 HNo
LAN& No N/ {Netmask: 255.255.255.0 | 192.168.4.254 HNo
IGateway: 192.168.1.254 |
| < 0K > <Cancel> |

—/ SCSI configurationfNICK

1
1
.

: P_address
[

2. Select “DHCP”; then the users now can decide to use DHCP or not for the
selected host port.
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|Hame LAG LAG No DHCP IP address Netmask Gateway Def
_m-m 192 .168.1. 10 255.250.255. 0l 192 .168.1.254

No DHCP) B 192.168.2.254 No

LHNS No N/H Sure to enable DHCP? B 192.168.3.254 HNo

0 192.168.4.254 HNo

1
AN No  N/R i
1
1
1

<Yes>» o »

|+

E/ 15CSI configurationfNICH

list available operations.

.
1
1
1
1

3. Select “Add link aggregation”; then the users can select “Trunking” or
“LCAP” to increase the data transfer speed beyond the limits of any one single
cable/port, or increase the redundancy for higher availability by paralleling
multiple Ethernet network cables/ports.

{Name LAG LAG No DHCP IP address Netmask Gateway Def

_EE!-IE! 192168125 N
N [o]
LHNE} Ni+——— ation t _I8 3 25& No
LANA N{TIP address: | | 18.4.254 HNo
|Netmask: |LACP | |
iGateway: i
INIC: Select |
! < 0OK > <Cancel> !

P ath : i SCST configurationgNICH

.

ienter to select twpe
i

{INFO: 2008/18/03 10:35:55 CST admin logout from SSH via Console UL
|INFO: 2008/10/03 10:40:47 CST admin logout from SSH via Console UL
{INFO: 2008/10/03 10:44:41 CST admin login from 192.168.1.101 via Web UL

Descriptions of Trunking /LACP:

Trunking: Itis defined as combining multiple ports in order to form faster logical
communication links between devices. For example, connect all four data ports
to the Gb/s Ethernet switch to form a single logical 4 Gb/s path.

LACP: The Link Aggregation Control Protocol (LACP) is part of IEEE
specification 802.3ad that allows bundling several physical ports together to
form a single logical channel. LACP allows a network switch to negotiate an
automatic bundle by sending LACP packets to the peer. The advantages of
LACP are (1) increases the bandwidth. (2) failover when link status fails on a
port.

Select “Aggregation type”. Then press the enter key to select Trunking or
LCAP.

100



Chapter 5. Console Port-base RAID Management

|Name LAG LAG No DHCP

§mmmm § e oo

Select “NIC”. Then press the enter key to select the host ports for Trunking or
LCAP.

BPath:-BMiSCST configurat ion

Select NIC to link aggregation

|Hame LAG LAG Mo DHCP IP address Netmask Gateway Def |
Select NIC |+

HLAN1E B Name DHCP IP address Def Jumbo frame Link |HEERA |
{LAN2 .254 Yes |
LAN3 10 )L QN1 Nol 192 .168.1 .1 | Nol Disabled |.254 HNo |
LAN4 0} LANZ2 No 192.168.2.1 Yes Disabled Down {.254 HNo |
{0 ) LAN3 No 192.168.3.1 No Disabled Down | i

10 )] LAN4 No 192.168.4.1 No Disabled Down | i

| < OK > <Cancel> | i

1

i

1

|

i

4. Select “Delete link aggregation” to get the host ports that are assigned as
Trunking or LACP back to the without-aggregation status.

| Name LAG LAG Mo DHCP IP address Netmask Gateway Def |
'_ 192.168.2. 254

1LANZ2 Trunking re 6] 192.168.2.254 HNo
LAN3 No N/FI Sure to delete 11nk a 192.168.3.254 HNo
5] 192.168.4.254 Ho

1
LAN4 Mo N/A i aggregation 07
1
i <Yes> <HEl>

1SCSI conflc uratlol BNICH

list available operations. |
1
1

E— + S

5. Select “ Set jumbo frame”; then the users now can enable or disable jumbo
frame.

lame LAG LAG No DHCP IP address Netmask Gateway Def |

_IE! -m .168.1. 255.255.255. 0l 192 .168.1.254

_AN2 Mo  N/A +———————— Set jum é 192.168.2.254 HNo

_AN3 MHo N/Fl Sure to enable jumbo frame? 192.168.3.254 HNo
192.168.4.254 HNo

1SCSI configurationfNICH

ER list available operatlons

Jumbo Frame is designed to enhance Ethernet networking throughput and
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largely lower the CPU consumption of large file transfers by enabling more
efficient larger payloads per packet. Conventionally, jumbo frames can carry up
to 9,000 bytes of payload. Basically, a data transfer path from this iSCSI RAID
subsystem to the server includes at least a NIC and this iISCSI RAID subsystem
itself. To prove jumbo frame really work on this path, the jumbo frame function of
both this iISCSI RAID subsystem and the NIC must be enabled. If a Ethernet
switch is involved in this path, please enable the jumble frame function of this
switch, too, and ensure MTU (maximum transmission unit) are all identical.
“Wireshark “can be used to obtain the current MTU of any devices supporting
jumbo frame.

6. Select “Default gateway”; then this iISCSI RAID subsystem’s gateway
address will be reset to the factory default IP address.

| Hame LAG LAG Mo DHCP TP address HNetmask Gateway Def
JLonil  Noll _H/0l  Hol . .1, 3 . Ol 192 168.1.254)
{LAN2 No NAA +————————— Defaul t v 192.168.2.254 HNo
| LAN3 No N/A Sure to become default a 192.168.3.254 HNo
5] 192.168.4.254 HNo

1
| LANA No  N<A i gatoway?
i <Yes> <NEEP>

BPath:HMiSCST configurationlHTCES

TER list available operations.

———— E————————————————— -

5.4.3 Node

“Node” allows the users to setup the target name and CHAP for the iSCSI
initiator. This iSCSI RAID subsystem supports multiple nodes, and there is no
default node name on This iSCSI RAID subsystem; it is empty, and must be
created first.

Name Auth Portali
192.168.1.1:3260H

1SCSI configurationfilodels

R: list available operations.

h—— + S —— p—

Select any created node, and press the enter key. Then a submenu will pop up
as below.
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+ EmNode operations s ne) 192 168.1.1:3260
H¥-cate node (3] .168.2.1:3260
|Delete node (d)| 192 168.3.1:3260
|Rename node (r)| 192.168.4.1:3260
|Change Auth (a)|
iList user (1)}
1Add user to node {u)}
iRemove user from node (f)]
b ath :liSCST configurationiNode i .
IENTER: list available operatlons i
| i
Below are the descriptions about this submenu:
1. Select “ Create node”; then the users now can create new node.
| Name Auth Portali
192 .168.1.1:3260)
asus Hone 192.168.4.1:3260
Create node|

Namck
{Auth: None
{Portal: Select

! < 0K > <Cancel> |

e ath:lMiSCS] configurationfodeld
. Node name
|

Step 1: Type a new node name.
Step 2: Choose to apply “Auth” (CHAP) or not (None).
Step 3: Choose host ports, from which the created new node can be detected.

2. Select “Delete node” to delete the existing nodes.

! Name Auth Portal}

192.168.1.1: 3260
—————————————— v 192.168.4.1:3260

Sure to delete node amd

Nes> <>

iCSI configurationfiodel§

ENTER: list available operations.

3. Select “Rename node to rename the existing node names.
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| Name Auth Portall
192.168.1.1:3260
asus None 192.168.4.1:3260

Rename node

Namep amd !

| < 0K > <Cancel> |

e ath:MiSCSI configurationfiodeld

|Rename node name
1
i

4. Select “Change Auth” to re-decide whether to use CHAP or not.

! Name Auth Portal}
192.168.1.1:3260
asus None 192.168.4.1:3260

LR hange AuthE—
HOu thHENone i

1< 0K > <Cancel> |

e ath :HiSCST configurationfiodeld

iSelect authentication mode for iSCSI node
1

5. Select “ List user” to display the user name (CHAP accounts).

| Name Auth Portal}
[ Bl st user M Honel 192.168.1.1:3260)
| User | MHone 192.168.4.1: 3268

—/ SCSI conflcuratlo "HNod el
| :

back to nodeoperations.

6. Select “ Add user to node” to add new user to node

104



Chapter 5. Console Port-base RAID Management
|

I Name Auth Portali

e Add user to nodopeites +ne 192.168.1.1:3260

I | User |IB 192.168.4.1:3260
(H) alnico

] <IN <Cancel> ]
e Path:MiSCST configurationfodeld

.Select user to insert to node
I

7. Select “ Remove user from node” to remove the existing users from node

! Name Auth Portal}
_+———————+ 192.168.1.1:3260
User Ine 192.168.4.1:3260

{H) alnico

] <N <Cancel> ]
e ath :MiSCST configurationfiodeld

1Select user to remove from node
1
1

5.4.4 Session
“Session” can display iSCSI session and connection information
TNo TSIH Initiator name

N
'

————— —— —————— ———————— -

1SCSI configurationMSessionld

R: list available operations.

INFO: 2008/10/03 10:35:55 CST admin logout from SSH UlEI Console UI
INFO: 2088/18/03 10:40:47 CST  admin logout from SSH wvia Console UL
INFO: 2808/10/83 10:44:41 CST admin login from 192.168.1.181 wvia Web UL

i
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
]
1E
IE
|
1
1
1
1
1
1

5.4.5 CHAP account

“CHAP account” can allow the users to create multiple CHAP accounts for
node authentication.
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H User Hode name H

alnicol

elete user

dd user to node

{c]H
(d)|
hange secret (s)1
{ul}|
emove user Trom node (T)]

DD

1SCSI conflc uratlol BCHAP accoun tig

list available operations.

—— + e

Below are the descriptions about this submenu:

1. Select “Create user”; then the users now can create new CHAP accounts.

he node where user add

1 User Hode name |
H H
i iUser: geo H i
1 {Secret: mmwmwmsmmwns ! !
i IConfirm: mxmssmxmmxms i i
| iNode: amd ! |
1 1
1 1
i | <> <Cancel> H i
i i
1 1
1 1
1 1
| |
P Path:BiSCST configurationMCHAP accountlg

I 1
5 |
1 1

Step 1: Type a user name for a new CHAP account.

Step 2: Type Secret (password); the min is 12; the max is 16.
Step 3: Re-type the Secret.

Step 4: Select a node for the newly created CHAP account.

2. Select “Delete user”; then the users now can delete existing CHAP
accounts.

User Node name

alnicol

celete -
Sure to delete user alnico 7

<Yes> kdilo >

1SCSI configurationCHAP accountld

list available operations.

= + Eess===—————emeeeee——pe

3. Select “Change secret” to change secret.
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|

i User Node name |
alnico) g
S — Change secre e .
IHew secret: s=sxmsxxxxsxxxx !
1Confirm: 363436 36.3€ 36 36 36 36 36 26.3¢ !

] <0 <Cancel> i

BPath:BiSCST configuration§CHAP accountl

4+
1
I
1
I

4. Select “Add user to node” to add existing CHAP accounts to nodes.

! User Node name |
[ ] Add user to node] amd
i Name Auth i
i (¥) amd None i
| |
i i
i i
] <IN <Cancel> ]
e ath:MiSCSI configurationCHAP accountl
iSelect node where user insert i
1 1
5. Select “Remove user from node” to do anti-add-users-to-node.
User Hode name |}
[ ] Remove user from node amd
! Name Auth |
{H) amd None

! <0l <Cancel>

sPath:liSCSI configuration§CHAP accountf

select node where user remove

5.5 Volume configurations

“Volume configuration” is designed to setup the volume configuration which
includes “Volume create wizard”, “Physical disk”, “RAID group”, “Virtual disk”,

“Snapshot”, and “Logical unit”.
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flolume creation wizard
Physical disk

RAID group

Virtual disk

Snapshot

Logical unit

R Path:HVolume configurationld

{¥olume creation wizard
1
1

5.5.1 Volume creation wizard

“Volume create wizard” has a smarter policy. When this iSCSI RAID
subsystem is inserted with some hard disks, “Volume create wizard” will list all
the possible RAID level and capacities that the users can choose. For example,
the users choose RAID 5 and the controller has 12*200G + 4*80G hard disks
inserted. If the users want to make use of all the 16 hard disks for a RAID 5, the
maximum capacity of the volume is 1200G (80G*15). Taking advantage of
“Volume create wizard, this iSCSI RAID subsystem will take a smarter check
and find out the most efficient way of using all the available hard disks; thus, in
this case, the wizard will only uses the 200G hard disks, making a RAID 5
volume consisted of 200G*11=2200G.. The volume capacity, by doing so,
becomes bigger, and the maximum hard disk capacity is fully used, too. The
smarter policy gives the users:

1. Biggest capacity of RAID level for user to choose.
2. The fewest disk number for RAID level / volume size.

Step 1: Select “Volume creation wizard” and then select an enclosure.

flolune creation wizard
Physical disk

RAID group

Yirtual disk A Select enclosurc e -
Snapshot 1

Logical unit i

e Path :-BVolume configurationl¥olume creation wizardl

{Quick installation
1
1

Step 2: Select RAID level.
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flolume creation wizard

Physical disk

Logical unit
AID 5 {1641 GB)
AID & (892 GB)

AID @+1 (595 GB)

=2

RAID group ] Select proteci gt
Yirtual disk {RAID @ (1190 GB)
Snapshot IRAID 1 (148 GB)

el ath:BVolume configurationf¥olume creation wizardfig

iSelect Protect
1

Step 3: Select the combination of the RG (RAID Group) capacity, or “Use

default algorithm”

for maximum RG capacity.

lolume creation wizardi Select algorithnm
Physical dis
RAID group -new 3 disks(148 GB)-
Yirtual disk -new 3 disks(297 GB)-
Snapshot -new & disks(222 GB)-
Logical unit -new & disks(446 GB)-
—new 5 disks(297 GB)-
-new 5 disks(595 GB)-
-new 6 disks(371 GB)-
-new 6 disks(743 GB)-
—new 7 disks(445 GB)-
-new 7 disks(892 GB)-
—new 8 disks(519 GB)-
[T/ (I e e | new 8 disks(1041 GB)-
. elect algorithm -new 9 disks(594 GB)-

Step 4: Decide VD (Virtual Disk) capacity. User can enter a number less or

equal to the default capacity.

flolume creation wizard|
Physical dlS

RAID group

Yirtual disk

Snapshot

Logical unit A
1104 |

Erath N
iUuickInstall: Get volume (YD) size

Step 5: Assign the volume with a LUN.
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flolume creation wizard
Physical disk

RAID group

Virtual disk

Snapshot

Logical unit

s ath:BVolune configural

iHaQ LUN for =
1

Bt | LN
RN 0

[

-

o

=
OO P~ Lo

Step 6: Final confirm.

flolume creation wizard|
Physical disk

Logical unit

Protect: RAID 5 on Local enclosure

RAID group
Virtual disk Volume (VYD) size: 104 GB
Snapshot YD created on new RG

Attach VD to LUN=0

Install with the above setting 7?7

<YEER> <Mo >

wrath: Volume configurdl

iMaQ LUN for =
1

5.5.2 Physical disk

“Physical disk” can view the status of hard disks in the RAID subsystem, set

spare disks, and standby mode.

1. View hard disk status and call up a submenu to setup hard spare and standby

mode.

Step 1: Select enclosure.

2lume creation wizard
nysical disk]

11D group
irtual disk | Select enclosureoptty
1apshot [Mocall

agical unit

Uolume configurationfd

wsical disk

Step 2: Select any hard disk “slot”.
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.

Volume configurationfPhvsical disk (Local )i

list available operations.

1510t Size(GB) RG name Status Health Usage Vendor Serial Typel
- o ] WOCRWD-WHAPA131441 70 SATA
74 QUICK22329 Online Good RD WDC WD-WHAM9P850645 SATA2
3 148 QUICK22329 Online Good RD WDC WD-WMAP41301756 SATA
5 148 Online Good FR WDC WD-WMAP41313053 SATA
6 148 Online Good FR WDC WD-WMAP41314278 SATA
7 148 Online Good FR WDC WD-WMAP41314910 SATA
9 148 Online Good FR WDC WD-YMAP41314348 SATA
18 74 QUICK22329 Online Good RD WDC WD-WMAJ91561912 SATA
13 148 Online Good FR WDC WD-WMAP41314932 SATA
14 148 Online Good FR WDC WD-WMAP41314506 SATA
pPath - BYolume configurationlPhusical disk {local )l
{ENTER: list available operations. |
i i
Step 3: Press the enter key.
|1Slot Sizel(GB) RG name Status Health Usage Vendor Serial Twvpel
|- _ I WD-WMAPA 13144170 SATAN
i F4 QUICK22329 0On+————— QI TR SRl ets ————— +~HDC WD-WMAM9P8LB645 SATAZ |
i 3 148 QUICK22329 0On|sH [EEB] DC WD-YWMAPA1301756 SATA|
i 5 148 OnjSet global spare (g){WDC WD-WMAPA41313053 SATA}
i 6 148 OniFree PD (f)ivDC WD-WMAPA1314278 SATA|
i 7 148 OnjSet property (p)iYDC WD-YWMAP41314910 SATA|
| 9 148 OnjHore information (m){WDC WD-WMAP41314348 SATA}
i 108 F4 QUICK22329 On WDC WD-WMAJ91561912 SATA|
i 13 148 Online Good FR WDC WD-WMAP41314932 SATA|
i 14 148 Online Good FR HDC HWD-YWMAP41314586 SATA|
1
|
1

Below are the descriptions about this submenu:

1. Select “ Set dedicated spare” to create a dedicated spare.

HOTE

Dedicated spare can be created only when there are multiple
RGs (RAID group) created before.

Select one RG that you wan to have the created dedicated spare used for. By
doing so, the dedicated spare will only work for the selected RG.

=

1Slot Size(GB) RG name Status Health Usage Vendor Serial Typel
Select RG i

] No. Name Total(GB) Free{(GB) #PD #¥YD Status Health RAID ii
E(H) 1 QUICK22329 148 [ 13 3 1 Online Good RAID 5 ii
| H
i i
i Ii
H <> ) 1 QUICK22329 148 [ XA 3 1 Uni
1

ne Good

'Select RG
|

RALD 5
—// husical disk (Local)lg
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2. Select “ Set global spare” to create a global spare.

Serial

—_—

Tupe}

ilot Size(GB) RG name Status Heal th Usage Vendor
148 WDC
2 14 QUICK22+ elgs————————— +
3 1&8 0UICK22' Sure to make slot 1 as a i
5 | global spare? |
6 148 | i
g 148 i <VER> <No > i
10 ?4 QUICK22329 Online Good RD WhC
13 Online Good FR WDC
14 1&8 Online Good FR WDC

WD-WMAP41314417
WD-HWMAM9P850645
HWD-WHAP41301756
WD-WMAP413130853
WD-WHAP41314278
HWD-WMAP41314910
WD-WMAP41314348
HD-WHAJ91561912
WD-HWMAP41314932
WD-HMAP41314506

SATA

SATAZ2

lPath:lMVolume configurationfPhvsical disk (Local )i

NTER: list available operations.
Unlike dedicated spare, global spare can be used for any
created RG. Thereby, there is no need to create RGs before
creating global spare.
HOTE

3. Select “Free PD” to set the selected hard disk as a free disk.

ISlot Size(GB)

E// hysical disk {Local)ll

list available operations.

1 RG name Status Heal th Usage Vendor Serial Typel
| 1 148 e —— —— — — [ VN — —— ————————— + WD-WMAPA41314417 SATA}
H 2 e #A! The PD has already been used D -HHAMSP 85064 SlSATAZK
i 3 148 QUICKZ22| by RAID group. | WD-WMAP41301756 ATA|
1 2 148 | Sure to make slot 2 as a free | WD-WMAP41313053 SATA}
| 6 148 I disk? i WD-HMAP41314278 SATA|
| 1 148 i i WD-YMAP41314910 SATA|
i 9 148 i <P <Mo > i WD-WMAP41314348 SATA}
i 18 74 QUICK22 WD-WMAJ91561912 SATA|
i 13 148 Online Good FR HDC WD-WMAP41314932 SATA|
i 14 148 Online Good FR WDC WD-WMAP41314506 SATA|
1

|

[

4. Select “ Set property” to setup standby mode or enable\ disable write cache.

.‘aloi Size(GB) RG name Status Health Usage VYendor Serial Tvpe}
s Good FR un WD-WMAP4131441 70 SATA
2 74 QUICK22329+——————— Set proper ity HD-WHAMOPB50645 SATAZ2
3 148 DUICK22329|Hr‘1te cache 'DC WD-WMAP41301756 SATA
9 148 iStandby: Disabled iDC WD-WMAP41313053 SATA
[ 148 DC WD-WMAP41314278 SATA
7 148 i KB <Cancel> iDC WD-WMAP41314910 SATA
9 148 - DC WD-WMAP41314348 SATA
10 74 QUICK22329 Online Good RD WDC WD-WMAJ91561912 SATA
13 148 Online Good FR WDC WD-WMAP41314932 SATA
14 148 Online Good FR WDC WD-WMAP41314586 SATA

e ath:BVolume configurationlPhvsical

Eenter to select
I

Write cache options:
1. Enabled - Enable disk write cache.
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.

2. Disabled - Disable disk write cache.
Standby options:
1. Disabled - Disable spin down.

2.30sec/ 1 min/5 min/ 30 min - Enable hard disk auto spin down to save
power in the period of time.

3. Select “PD information” to view detailed hard disk information.

PD 1nformation

Path:HMVolume confij

1
1
NTER: list available operations. i
1

m |

1Slot Size{GB) RG} Slot: 1 Serial Tupel}
HUHN 20c4inB1378a6d0da

| I I RG name: -WMAP4131441 /8 SOTAN
i 2 74 QUICK] Status: Online —-HWMAM9PB850645 SATAZ2|
| 3 148 QUICK] Health: Good -WMAP41301756 SATA|
i 5 148 Error alert: No -WMAP41313053 SATA|
1 [ 148 Read errors: No -HWMAPA1314278 SATA}
i 7 148 Model : HD168BADFD-68OMLR -WMAP413149180 SATA|
i 9 148 Hrite cache: Enabled -WMAP41314348 SATA|
| 18 74 QUICK] Standby: Disabled -WMAJ91561912 SATA|
| 13 148 -WMAP41314932 SATA|
I 14 148 -WMAP41314506 SATA|
| <0[E>

1

1

1

5.5.3 RAID group

“RAID group” can allow the users to create RG, view the status of each RAID
group, migrate RAID group, and so on.

1. To create a RG (RAID group), please take the steps as below:
Step 1: Give the new RG a name.

Step 2: Select a RAID Level.

Step 3: Select hard disks to be used for RG.

Step 4: Setup write cache and standby mode policy.

Finally select OK.

|No. Name Total(GB) Free(GB) #PD #YD Status Health RAID Enclosure
H  1OU I CK 22320l et Moodll _RAID 5
i HRG namel |

i {RAID lewvel: [

i {RAID PD slot: Select |

| iHrite cache: Enabled |

i iStandby: isabled |

i H < ODK > <Cancel> |

E e — -

H

b ath :HVolume configuration iRA D o Ui
Ilnput a_unique name

i

|

-

Write cache options:

1. Enabled - Enable disk write cache.
2. Disabled > Disable disk write cache.
Standby options:
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1. Disabled - Disable spin down.

2.30sec/ 1 min/5 min/ 30 min - Enable hard disk auto spin down to save
power in the period of time.

RG can be created only when there are free hard disks
available.

HOTE

Below are the descriptions about this submenu of RG:

{o. Name Total(GB) +--——————o peratlons m—— +]1th RAID Enclosurej
kreate RG

(c)i= ——+
Delete RG [E)}oodll  RAID O
Activate RG (a)
Deactivate RG (o)
Scrub RG (s)
Migrate RG (g)
Query linked VD {a)
List RG's RAID PD (r)
Set disk property (i)
Hore information {m)
///
ist ble operations. i
i
1. Select “Delete RG” to delete created RG.
o Name Total(6B) Free(6B) HPD HVD Status Health  RAID Enclosure]
1 QUICK22329 148 & 3 1 Online Good RAID 5 Local
[ Delete ROt Soodll  RAID O

Sure to delete RG one?

< <Ho >

sl ath:BVolume configurationRAID groupl
|ENTER: list available operations.
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RG can be deleted only when there is no created VD (Virtual
disk) inside of the going-to-be-deleted RG.

HOTE

2. Select “Activate RG” to re-activate the deactivated RG. Activating a RAID
group allows the users to restore the off-line status RAID group. After a RAID
group is array roamed to another iISCSI RAID subsystem, the users have to
execute this function to activate the moved RAID group.

— === === ===

INo. Name Total{(GB) Free(GB) HPD #VD Status Health RAID Enclosure]

[ 1MQUICK22329 RAID 5

1ine]

Sure to activate RG

i 1
i QUICK2232911937 i
i <y <o > !
TS (PN P M~~~ -~~~ -~~~ i

{ENTER: list available operations.
1
1

INFO: 2808/18/83 14:10:53 CST RG one has been deleted.
gNFU: 2008/10/03 14:12:52 CST RG QUICK223291193 has been manually deactivate

3. Select “Deactivate RG” to deactivate the active RGs. Deactivating a RAID
group allows the users to array roam the whole RAID group to another iSCSI
RAID subsystem without powering off the system.

iNo. Name Total(GB) Free(GB) #PD #YD Status Health RAID Enclosurei
QUICK22329 RAID 5

Online|

i Sure to deactivate RG

i QUICK2232911937 i
1 1
1 1
1 1

</ <No >

EmPath-BVolume configurationBRAID groupl

I NTER list available operations.
I

4. Select “Scrub RG” to scrub a RAID group in order to remap bad blocks; this
function is to make parity regeneration, supporting RAID 3/5/6/30/50/60
only.
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INo. Name Total({GB) Free(GB) H#PD HYD Status Health RAID Enclosure|
[ 1MQUICK22329 _ . RG RAID 5
———————————— Crub RO ————

Scrub RG QUICK2232911937

<D <Ho >

e Path:BVolume configuration§RAID groupld

EENTER: list available operations.
1

5. Select “Migrate RG” to migrate the RAID level.

INo. Name Total(GB) Free(GB) HPD #VYD Status Health RAID Enclosure}
[ 1J0UICK22329 -‘EM RAID 5
'RG name: QUICK223291193 I
IRHID level : RAID 5 H
{RAID PD slot: 218 3 |
| <0l <Cancel> ]

—///
'Ur‘1q1na1 RAID PD: 2 18 3

To do migration, the total size of RG must be larger or equal to the original RG. It
does not allow expanding the same RAID level with the same hard disks of
original RG.

The operation is not allowed when RG is being migrated. System would reject
following operations:

1.Add dedicated spare.

2.Remove a dedicated spare.

3.Create a new VD.

4.Delete a VD.

5.Extend a VD.

6.Scrub a VD.

7.Perform yet another migration operation.
8.Scrub entire RG.

9.Take a new snapshot.

10.Delete an existing snapshot.

116



Chapter 5. Console Port-base RAID Management

11.Export a snapshot.
12.Rollback to a snapshot.

RG Migration cannot be executed during rebuild or VD
extension.

HOTE

6. Select “Query linked VD" to display the created VD (Virtual disk) that is
inside of the selected RG.

INo. Name Total{GB) Free(GB) #PD #YD Status Health RAID Enclosurel
L inked YD table
{Ho. Name Size(GB) Right Pri Status Health # RAID #LUN Snap spal

QUICK11051 1B | RAID S

———————————— 4

EPath:-HVolume configurationMRAID groupld
JESC., "7’ : back to RG table

-
1
1
1

7. Select “List RG’s RAID PD” to view which hard disks are used by the
selected RG.

INo. Name Total(GB) Free{GB) #PD #VD Status Health RAID Enclosure]
RG's contained PD

1Slot Size{GB) Status Health  VYendor Serial Model Typel

- _ LD-HWMAHOP85064 58  HD80DJD-DOL SROMSATAZK

Online 00 HD WD-WMAJ91561912 WDB0BJD-BOHKAG SHTH'

3 148 Online Good WDC WD-WMAP41301756 WD160OADFD-6BNLR  SATA|

+—///
|ESC . back to RG tab

8. Select “Set disk property” to setup standby mode or enable\ disable write
cache.
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No. Name Total{GB) Free(GB) #PD #YD Status Health RAID Enclosure}
QUICK81568] 1 Onllne RAID 0

Jae]
|Hrite cache: Enabled |
iStandby: Disabled

i <IN <Cancel> I

BPath-BYolune configurationMRAID groupl

enter to select

Write cache options:

1. Enabled - Enable disk write cache.
2. Disabled - Disable disk write cache.
Standby options:

1. Disabled - Disable spin down.

2.30sec/ 1 min/5 min/ 30 min - Enable hard disk auto spin down to save
power in the period of time.

9. Select “More information” to view detailed RG information.

{Ho. Mame| Ho.: 1 RAID Enclosure.
o Hame : QUICK815683822 oo ————
DTN | Status: Online 1D 0

Heal th: Good

Enclosure: Local

RATD cell: 1

PD slot: 3

DS slot:

Missing disk: 8

<0>

+—///

EMTER: 1list available operations.

5.5.4 Virtual disk

“Virtual disk” can allow the users to create VD, view the status of each VD,
and so on.

To create a VD (Virtual disk), please take the steps as below:
Step 1: Give the new VD a name.

Step 2: Select an existing RG.

Step 3: Select VD capacity

Step 4: Select stripe size, and block size.

Step 5: Select write back or write through
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|

Step 6: Select priority, and Bg rate.
Finally select OK.

iNo. Name Size{GB) Right Pri Status Health % RAID HLUN Snap_s|

>>
VD name: peta2 |
IRG name: one (118/148 GB) [
iCapacity(GB): 30 i
18tripe height(KB):64 |
1Block(B): 512 i
{Read/Hrite: rite back i
{Priority: High priority i
|Bg rate: & |
i <H0[> <Cancel> !

e Path:BYolume configurationf¥irtual disk[g
ienter to select

Below are the descriptions about this submenu of RG:

R —_ _ R —_ —_ S

{No. Name Size(GB) Ri (_]+[\ ( % RAID #LUN Snap s|
B T —————————————— c —————————————————————— |+
QUICK80006 | (d) |l TN
Scrub YD (s)
Extend VD (e)
fAttach LUN (a)
Detach LUN {h)
Set property {p)
Set snapshot space (n)
lake snapshot (t)
Cleanup snapshot (x)
Query linked snapshot (1)
Query LUN information {q)
[/ (TN R N e | Hore information (m)}— -—- —
EENTER: list available opera+-————--———--—--—----—— + i
1 1
1. Select “ Delete VD" to delete existing VDs.
0. Name Size(GB) Right Pri Status Health RAID #LUN Snap s|
————————————————————————————————————————————— -o
1 etal 30 WB HI Online Optimal RAID S )
-bﬂ - Delete Vi % RAID SH O |
i Sure to delete VD peta2? E
] 1
1 1
| i¢le s <Mo > ]
Path JVolune_configurationdVir tual dis i) E .

NTER: list available operations.

2. Select “ Scrub VD" to scrub a VD in order to remap bad blocks; this function
is to make parity regeneration, supporting RAID 3/5/6/30/50 /60 only.

119



Software Operation Manual

iNo. Name Size(GB) Right Pri Status  Health % RAID HLUN Snap_s|
| petalll  30R  YE| ! Url\i.-'Be [ Optimalll N RAID SN 0O
crub

Scrub YD petal?

<D <Ho >

g ath lVolume configurationfVirtual diskl§

EENTER: list available operations.
1

3. Select “Extend VD" to extend the existing VD capacity.

1.The capacity of VD extension must be larger than original.

2.VD Extension cannot be executed during rebuild or
HOTE migration.

4. Select “Attach LUN” to attach LUN to a VD. Please follow the steps as
below:

Step 1: Input “Host” name, or fill-in wildcard “*”, which means every host can
access to this volume.

Step 2: Select target name and existing VD.
Step 3: Choose LUN

Step 4: Select permission to make the VD read-only or read /written.

{No. Name $ize(GB) Right Pri Status  Health % RAID #LUN Snap_si
|| Attach LUN to YD

{Host name: = !

iTarget name: amd !

VYD name: petal (Size: 30 GB, Right: WB) i

{LUN: | UN 0 [

|Permission: Read write [

i <0 <Cancel> ]

e Path:-lVolume configurationf¥irtual diskig
iinput the host node name
1

5. Select “Detach LUN” to detach LUN from a VD.
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1No. Name $ize(GB) Right Pri Status Health % RAID #LUM Snap si
> >
[ | Select LU

i Host !

+

() . !

| |

i i

i |

1 1

1 I

] <4 <Cancel> ]

e th BVolune configurationfiVirtual disk[g
iSelect LUN to detach

6. Select “Set property” to change read/write policy, and priority/ Bg rate
configurations.

{Ho. Name Size(GB) Right Pri Status Health % RATD #LUN Snap_s|
| UBE HT| Onlinell Optimall W RATD 5

Set propert

VD name: petal 1
{Read/Urite: rite back i
Priority: High priority i
{Bg rate: 4 i
i I UK X <Cancel> !

b ath BVolume configurationlVirtual diskld
iinput an unigue name
1

A. Read / Write

Write-Back Cache: When the system writes to a memory location that is
currently held in cache, it only writes the new information to the appropriate
cache line. When the cache line is eventually needed for some other memory
address, the changed data is "written back" to system memory. This type of
cache provides better performance than a write-through cache, because it
saves on (time-consuming) write cycles to memory.

Write-Through Cache: When the system writes to a memory location that is
currently held in cache, it writes the new information both to the appropriate
cache line and the memory location itself at the same time. This type of caching
provides worse performance than write-back, but is simpler to implement and
has the advantage of internal consistency, because the cache is never out of
sync with the memory the way it is with a write-back cache.

Read Only: VD can is set to “read only”.

B. Priority
a. High priority
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b. Mid priority

c. Low priority

This function is used to set the priorities of RAID level
initialization and I/O accessing for the case of multiple VDs.

HOTE

C. Bg Rate

“4/13/2/1/0" > Default value is 4. The higher number the background
priority of a VD has, the more background I/O will be scheduled to execute.

7. Select “Set snapshot space” to setup the size for snapshot to use. The
minimum size is suggested to be 20% of VD size.

1No. Name Size({GB) Right Pri Status Health % RAID #LUMN Snap si
| 1N petalf 300 BN HI@  Onlincll Optimal@ N RAID 5@ 1)

————— Set snapshot spacegsss
'Capac1ty(GB) [

| < <Cancel>

o Lh:lVolume configurationfiVirtual diski

|1n0ut from kevboard
I

8. Select “ Take snapshot” to take a snapshot.

1No. Name Size{GB) Right Pri Status  Health % RAID #LUN Snap si
|__UiB] | 1
Tﬁ;;;___iééé__snd)ShOt s ————————————— ?
! <Al <Cancel> E

S Path:BVYolume configurationf¥irtual disk[g

iinDut from kevboard
i
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9. Select “ Cleanup snapshot” to clean up the existing snapshots.

lo. Name Size(GB) Right Pri Status Health % RAID #LUN Snap Si
Cleanup snapshot

Warning: This operation will delete all
snapshots and their exports, then free the
snapshot space from VD petal.

Sure to cleanup snapshot?

<V <No >

Path:HVolume configurationffVirtual diskM

TER 11st available operations.

10. Select “Query linked snapshot” to view the taken snapshots.

INo. Name Size(GB) Right Pri Status  Health % RAID #LUN Snap_si
Linked Snapshot VYD
1No. Name Used(HMB)} Health Exported Right HLUN Created time|

il 10038 OGN Goodll  Noll H/AN N/ANFri Oct 3 16:20:32 200 |

+—///
1ESC, """ : back to YD table

11. Select “Query LUN information” to view the LUNs presently used.

1No. Name Size(GB) Right Pri Status Health % RAID #LUN Snap si
[ | LUN information|
Host Target LUN Permission #Ses|

ign.2004-08 . tw.com. san:p?1Bc-BABabdBda:

1
I
+]
1
I
[}
]
I
1
]
1
I
1
]
1
I

A T e

—// irtual diskl
\E - back to YD tab

12. Select “More information” to view detailed VD information.
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VWD information

1No. Name Size} No.: 1 RAID #LUN Snap si

Name: petal +
[ HEUGE 2113001378a6d0da RAID 5

Status: Online

Health: Optimal

Bg rate: &

Stripe height: 64 KB

Type: RAID

RG name: one

Block size: 912 bytes

LS

arath:@Volume confi
|ENTER: list available operations.

5.5.5 Snapshot

Snapshot-on-the-box captures the instant state of data stored in the target
volume in a logical sense. The underlying logic is Copy-on-Write -- moving out
the data which would be written to certain location where a write action occurs
since the time of data capture. The certain location, named as “Snap VD, is
essentially a new VD.which can be attached to a LUN provisioned for a host as
a disk like other ordinary VDs in the system. Rollback restores the data back to
the state of any time which was previously captured in case for any unfortunate
reason it might be (e.g. virus attack, data corruption, human errors and so on).
Snap VD is allocated within the same RG in which the snapshot is taken, we
suggest to reserve 20% of RG size or more for snapshot space. Snapshot /
rollback features need 512MB RAM at least.

Below are the steps to create a snapshot:

Step 1: Select “Set snapshot space” from “Volume configuration/Virtual
disk/".

INo. Mame Size(BGB) Right Pri Status Health % RATD #LUN Snap_s |
i 18  petalll 300  WBE HIN  Onlincl Optimalll W RAID SN 1]
777777 Set snapshot spacegsssy
|Capacituv({GB): 6

H <0 <Cancel>

Uolume configurationf@Virtual diskEs

input from kevboard

e ]

e ———

Step 2: Select “Take a snapshot” from “Volume configuration/Virtual
disk/".
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|NHo. Mame Size(GB) Right Pri Status Health k4 RAID #LUN Snap s}
H 1| s 1N | Sl 1]
m;;;?“iaaa“ “““““““ I
b i K <Cancel> E

mPath:-BVolume configurationfVirtual diskig

input from kevboard

e R e e e e e e e e e T

—_— .,. —————————————————————

Step 3 Select a VD that has snapshots taken.

Jolume creation wizard
?hysical disk

IAID group
Jirtual disk
Bnapshot e el ect Vi +

_ogical unit i
1

mPath HVolume configurationty

Snapshot

Below are the descriptions about this submenu of Snapshot:
0. Name Used(MB) Health Exported Right #LUN Created time}
1003 Fri Oct 3 16:20:32 2008

1Rollback snapshot

|Take a snapshot

————

e
(b
iDelete snapshot Ed
t

Path:HMVolume configuration§Snapshotll
NTER: list available operations: ESC, '~’: back to VD table
D name: petal {Size: 3@ GB. RAID: RAID 5}

1. Select “Export snapshot” to export snapshot VD.

Mame Used (MB) Health Exported Right ELUMN Created time|
1 = T N0 N/A@ Wed Oct 22 16:48:23 200608
Il

+————[S =i

t shapshot it I
[lduota (GE) BN11

Volume configurationfSnzpshotl

JutlFPDm keyboard II
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Enter a capacity for the about-to-be exported snapshot VD. If no capacity is
entered, the exported snapshot VD will be read only. Otherwise, the exported
snapshot VD can be read/written, and the entered capacity will be the maximum
capacity to read/write.

2. Select “Rollback snapshot” to get the data in snapshot VD rollbacked to
original VD.

INo. Name Used{MB) Health Exported Right #LUN Created time}
1003 Good N/A Eri Uct 3 16:20:92 2008

e Rollback Sna)shot ————————

! Sure to rollback snapshot I

1 10037 [

i i

i i

| Wlc <N <Ho > i

el ath:BVolune configuration§Snapsho tfg
{ENTER: list available operations: ESC., '~ : back to YD table

3. Select “Delete snapshot” to delete existing snapshot VD

1No . Name Used(MB) Health Exported Right #LUN Created time]
1003 Good Noll N/A Fri Oct 3 16:20:32 2608
] Delete snapshotesEEEEe +

i Sure to delete snapshot 16037 i
1 1
1 1
1 1
1 1
1 1
1 1
1 1

=) <Ho »

rrath:@Volume configuration§Snapsho thg
{ENTER: list available operations:; ESC. '™ : back to YD table

4. Select “ Take a snapshot” to take a snapshot from the original VD.

1No. Hame Used(MB) Health Exported Right #LUN Created time]
TEST] [ ______Nd| Hed Oct 22 16:48:23 2008

< OK > <Cancel>

i ath:BVolume configuration8Snapshotll
|1nDut from kevboard
I
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.

Snapshot has some constraints as follows:

1.Minimum RAM size of enabling snapshot is 512MB.

2.For performance and future rollback, system saves snapshot with names in
sequences. For example, three snapshots has been taken and named
“SnapVD-01"(first), “SnapVD-02” and “SnapVD-03"(last). When deleting
“SnapVD-02", both of “SnapVD-02” and “SnapVD-03" will be deleted because
“SnapVD-03" is related to “SnapVD-02".

3.For resource management, maximum number of snapshots in system is 32.

4.1f the snapshot space is full, system will send a warning message of space full
and the new taken snapshot will replace the oldest snapshot in rotational
sequence by executing auto snapshot, but new snapshot can not be taken by
manual because system does not know which snapshot VDs can be deleted.

5.5.6 Logical unit

“Logical unit” can view the status of attached logical unit number of each VD.

The users can also attach LUN to or detach LUN from the existing VDs or

snapshot VDs.

Host Target LUN Permission VD name li‘-;

____________________________________________________________________________
= 1-n 200408 . tw.com.gsan:p210c-000atdBda: ta @ Read write

IIII lﬁiﬂﬂiﬂﬂﬂ .....EMEEII
Read write RWAR

ath /M olume configurationl ogical Lin i

vaila operation

iy il e + iz

Py ;-----.-.---.-.---.---- o

+
|

1. Select “ Attach LUN to VD" to attach a logical unit number to a VD.

ath |/ olume confl(uratlolf ogical unitf

enter to select

i Host Target LUN Permission VYD name #Session i
H | Attach LUN to VD) 1
| |Host name: * | |
i iTarget name: amd | 1
i YD name: petal (Size: 30 GB, Right: WB} | i
| {LUN: LUN 1 | 1
i {Permission: Read write i i
i | <EEOre.> <Cancel> | :
i i
I |
i i
1 1
! i

Below are the steps:

Step 1: Input “Host” name, or fill-in wildcard “*”, which means every host can
access to this volume.
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Step 2: Select target name and existing VD.

Step 3: Choose LUN and permission for the VD to be read only or be able to be
read and written.

2. Select “Detach VD" to detach LUN from VD.

Host Target LUN Permission VD name #HSession

L - amd
7777777 Detach L UNEgaE
Sure to detach LUN?

< <Ho >

\.r'olume confl( urationlfl ogical uni thg

list available operations.

INFO: 2008/180/03 16:20:32 CST A snapshot on VD petal has been taken.
INFO: 2008/180/03 16:39:41 CST VYD 1903 has been created.
iINFO: 2008/10/03 16:40:01 CST VD 1003 has been deleted.

5.6 Enclosure management

“Enclosure management” allows the users to enable SES support, and view
the current status of kinds of voltages and temperatures read from the
monitored components.

EES configuration

ardware monitor

b ath - HEnclosure managemen tig
: SES configuration
1

To have the enclosure management work correctly, there are many sensors
deployed inside of this iISCSI RAID subsystem for different purposes, such as
temperature sensors, voltage sensors, hard disks, fan sensors, power sensors,
and LED status. Depending on different hardware characteristics, the sensors
have different polling intervals.

Below are the details of polling time intervals:
1. Temperature sensors: 1 minute.

2.  Voltage sensors: 1 minute.

3. Hard disk sensors: 10 minutes.
4

Fan sensors: 10 seconds . When there are 3 errors consecutively,
controller sends ERROR event log.

5. Power sensors: 10 seconds, when there are 3 errors consecutively,
controller sends ERROR event log.

6. LED status: 10 seconds.
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5.6.1 SES configuration

Most recent SCSI enclosure products support a protocol called SCSI
Enclosure Services (SES). The initiator communicates with the enclosure
using a specialized set of SCSI commands to access power, cooling, and other
non-data characteristics.

To enable or disable the SES support, please select “SES Configuration”,
then press the enter key.

Host Target LUN

Henhable SES (9] |

P ath:MFnclosure managementMfSES configurationiy
EENTER: list available operations.
1

+
|
|
|
|
|
|
|
|
|

Then, select Host name, and Target name.

i Host Target LUN |

Enable SES

|Host name: *
iTarget name: as__

1 <> <Cancel>

b ath:MFnclosure managementMSES configurationfd
ienter to select

The SES client software is also available at the following web site:

SANtools: http://www.santools.com/

5.6.2 Hardware monitor

“Hardware monitor” allows the users to view all the information about the
current status of kinds of voltages and temperatures read from the monitored
components.

Step 1: Select enclosure

129



Software Operation Manual

SES_configuration
t ardwarﬂ monitor

p-ath:BFnclosure managementfd
'Hardware monitor

Step 2: Press the enter key to view the hardware monitor.

H Ttem Info |
. 1.2y +1.20 ¥ (min = 1 14 ¥V, max = +1.28 V)N
H +3.3V: +3.34 V (min = .18 VY, max = +3.55 V) |
i +o\: +5.02 VY (min = +ﬁ 80 V., max = +5.35 V) |
i +12V: +11.85 ¥ (min = +10.80 V, max = +13.20 V) |
i +1.8V: +1.81 ¥ (min = ~1.71 ¥, max = +1.93 V) |
] +5V(Backplane): +5.10 V (min = «4.75 ¥V, max = +5.25 V) |
H +12¥{Backplane) : +12.88 ¥V (min = +18.880 V, max = -13.28 ¥) !
] +3.3V(Backplane): +3.42 V (min = +3.13 ¥V, max = +3.53 V) |
i Core Processor: +47.0 (C) (hyst = +0.0 (C), high = +80.0 (C))

i Onboard SAS Device 1: +£5.5 (C) (hyst = +0.0 (C). high = +gg.g EE;% g
1 = .

Unboard SAS Deu1ce 2 +40.0 (C) (hyst = +0.0 (C), high
e Path:lFnclosure managementlHardware monitor (Local)
iﬂuto shutdown dlsa le

1
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If “Auto shutdown” has been checked, this iSCSI RAID
subsystem will shutdown automatically when monitored
voltage or temperature is out of the normal range. For securer

HOTE system and data protection, please check “Auto Shutdown”.
To avoid the possibility of system auto shutdown that is
triggered by any single short period of high temperature or
abnormal voltage, this iSCSI RAID subsystem uses multiple
condition judgments for auto shutdown; below are the details
about the conditions under which the auto shutdown will be
triggered automatically:

1. There are 3 sensors deploayed on the RAID controllers
for monitoring temperature; one is on the core processor,
another is on the PCI-X bridge, and the final one is on the
daughter board. The RAID controller will check each sensor
every 30 seconds. When one of these sensor is over high
temperature for 3 minutes continuously, auto shutdown will be
triggered immediately.

2. The core processor temperature limitis 85 . The PCI-X
bridge temperature limit is 80 T . The daughter board
temperature limit is 80 C.

3. If the high temperature situation doesn’t last for 3
minutes continuously, the RAID controller will not launch auto
shutdown.

o.7 Maintenance

“Maintenance” allows the users to take the following operations that include
“System information” to view this iISCSI RAID subsystem main information,
“Upgrade” to upgrade this iSCSI RAID subsystem firmware version, “Reset to
factory default” to reset all the RAID controller configurations to the factory
configurations, “Import and export” to import and export all the RAID controller
configurations , “Event log” to view this iSCSI RAID subsystem event logs, and
“Reboot and shutdown” to either reboot or shutdown this iSCSI RAID
subsystem.
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Upgrade

Reset to factory default
Import

Event log

Reboot

Shutdown

gPath HHaintenanceld

1System information
1
1

5.7.1 System information

“System information” can display this iISCSI RAID subsystem used firmware
version information.

Bustem information|
Upgrade
Reset to factory default

<>

Import e o1/ S tem _inTormat ionpit +
Event log AL-81611 1.0.2 (build

Reboot 2008809191500)

Shutdouwn

B 1h Mo in Lonancol
iSustem information
1

5.7.2 Upgrade

“Upgrade” allows the users to upgrade the firmware version.

Step 1: Warn the user to export current system configurations before firmware

upgrading processes.

ﬁ stem information

Reset t

Uparade|

Reboot |

Shutdow| Upgrade system now?

<A

<MNo >

Import | WARNING: If vou want to downgrade to the previous FW later,
Event 1| please export vour system config first!

pPath: HHaintenanceld

iUQgrade
1

132



Chapter 5. Console Port-base RAID Management

Step 2: Upgrading firmware via Serial Port or FTP.

System information

Reset t

Tmport

Fvent 1

Reboot ERTAL |
Shutdow {FTP |

kg ath: BMaintenanceld
|Uparade

1

1

Step 3: Wait the user to load in the firmware file that will be used to upgrade the
old firmware version.

ﬁ stem information

Reset t

Import

? vent 1 rz waiting to receive.=xB0BBBBBO23beb0
Reboot

Shutdow Uploading ... \ _

e ath:HHaintenanceld
i parade
1

Step 4: Run “Send File” of HyperTerminal. Then load in the right firmware file.
The protocol must be “Zmodem” or “Zmodem with Crash Recovery”.

M Send File

Folder: C:hDocuments and SettingshE dzor Chent\Desktop

Flename:

EE:'\Dncuments and Settingz\E dzar Ehen'\Desktan Browse. ..
Frotocal; B
EZmu:u:Iem with Crazh Recowvery W |

[ Cloze ][ Cance

5.7.3 Reset to factory default

“Reset to factory default” allows the users to reset the RAID controller
configurations to the factory default configurations.
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System information

Upgrade
flleset 1o fact op Reset to factory defaul ot -

Import WARNING: The System will reboot automatically
Event log after resetting!

Reboot

Shutdown

1
1
1
1
|
Sure to reset to factory default?
1
1
1
1
1

</ <MNo >

gl ath:BHaintenancell

EReset to factory default
1

Resetting to factory default will also get the password and user name back to
the factory default ones. The factory default user name is “admin”, the
password is “0000”.

5.7.4 Import and export

“Import”: Import all the RAID controller configurations excluding volume
configuration back into this iISCSI RAID subsystem.

System information

Upgrade

Reset to factory default

linpor-t] Tmport

Event log ! Sure to import configuration?

Reboot !

Shutdown i
1

<y <Ho >

gPath HHaintenancell

1 Import

For the volume configuration setting, the values are not
available in Import to avoid confliction/date-deleting between
two RAID controllers. That is, if a RAID controller keeps

HOTE valuable data in the disks and the user may forget to overwrite
it, using import could get all the original configuration back.
But if the volume setting is also imported, the user’s current
data will be overwritten.

5.7.5 Event log

“Event log” can view the event messages.
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INFO:  20088/10/03
INFO:  2008/10/03
INFO:  2008/10/03
INFO:  2008/10/03
INFO:  2008/18/03
INFO:  2008/18/03
INFO:  20088/10/03
INFO:  20088/10/03
INFO:  2008/10/03
INFO:  2008/10/03
INFO:  2008/18/03

140:01 YD 1003 has been deleted.

:39:41 YD 1003 has been created.

:20:32 A snapshot on YD petal has been taken.

:18:19 VD petal completes the initialization.

:18:10 VYD petal starts initialization.

:18:10 Set the snapshot space of VD petal to 1024 H

-10:00 D peta? has been deleted.
:B8:36 UD peta2 starts initialization.
:B8:36 VYD petal completes the initialization.

:B6:57 VD peta? has been created.
:03:56 YD petal starts initialization.

>

L 16 i

e ath:lidaintenanceflfvent logll
‘:to to end. "<’ ESC: exit. ENTER: clear event log

g’ :go to begin. G

The event log is displayed in reverse order which means the latest event log is
always listed on the first page. The event logs are actually saved in the first four
hard disks; each hard disk has one copy of the complete event logs. For one
controller, there are four copies of event logs to ensure the users can check
event log any time even though there is one or two hard disks fail

simultaneously.

Press the enter key to call up a submenu

INFO:  2008/10/23
INFO:  2006/10/23
INFO:  2008/10/23
INFO:  2008/16/23
INFO:  2008/10/23
INFO:  2008/10/23
INFO:  2008/10/23
INFO:  2008/10/23
INFO:  2008/18/23
INFO:  2008/10/23
INFO:  2008/10/23

-
:38:58 admin login from serial console via Console

:35:50 Battery backup feature is disabled.

:39:49 ECC memory is installed
:33+—+ia1 console via Console
VAN car event log [f3]ire is disabled.
:32|Hute beeper {m)]led

:g%{?ilter (fF)l

: cess
:17:14 Firmware upgrade start
:09:13 admin login from serial console via Console

‘DL 24 Battery backup feature is disabled.

11 Y

el ath: fMaintenancefffvent loglg
":to to end. <’ ESC: exit. ENTER: clear event log

g’ :go to begin. 'G

Below are the function descriptions of the event log submenu:

1. Select “Clear event log” to clear event log.
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=
TINFO: 2008/10/23 13:38:58 admin login from serial console via Console

INFO: 2008/10/23 13:35:50 Battery backup feature is disabled.
INFQ:  2008/10/23 13+ HTTTTXEEY o

INFO: 2008/10/23 13:| Sure to clear event log? |1 console via Console
INFO:  2008/10/23 13:} | is disabled.

INFO:  2008/10/23 13:} [

INFO:  2008/10/23 13:1 {Hes> <N ]

INFO:  2008/10/23 13: sS

TINFO: 2008/10/23 13:17:14 Firmware upgrade start

INFO: 2008/10/23 13:089:13 admin login from serial console via Console
INFO: 2008/10/23 13:04:24 Battery backup feature is disabled.

11 e
e ath:ldaintenancellFvent logld
1Select event levels to display |
1 |
I [
2. Select “Mute beeper” to stop system alarm.
> >
{INFO: 2008/10/23 13:38:58 admin login from serial console via Console |
1INFO: 2008/10/23 13:35:50 Battery backup feature is disabled. 1
{INFO:  2008/10/23 13:+—————————[[TNNYTyy—————————~— +d i
| INFO: 2008/10/23 13:| Sure to mute the beeper? 11 console via Console |
| INFO: 2008/10/23 13: | | is disabled. i
{INFO: 2008/10/23 13: | id i
| INFO: 2008/10/23 13: | <Hes> <NFE> | |
{INFO: 2008/10/23 13: S5 i
| INFO: 2008/10/23 13:17:14 Firmware upgrade start 1
1INFO: 20088/18/23 13:09:13 admin login from serial console via Console |
{ INFO: 2008/10/23 13:04:24 Battery backup feature is disabled. n— i

bl cth:-HHaintenancefftvent logld

iSelect event levels to displavy
1

3. Select “Filter” to decide the level of display event log. There are three levels:
INFO, WARNING, and ERROR.

e 1 11 | 0 -
INFO: 2008/10/23 13:38:58 admin login from serial console via Console
INFO: 2008/10/23 13:+—————————— m‘d ———————————— + is disabled.

INFO: 2008/10/23 13:} Name id

INFO: 2008/10/23 13:+-————————— *1 console via Console
INFO: 2008/10/23 13: |[E3] INFO] | is disabled.

INFO: 2008/10/23 13:}{(X) WARNING id

INFO: 2008/10/23 13: [ (X) ERROR i

INFO: 2008410723 13— e s e s e +SS

INFO: 2008/10/23 13:} < 0K > <Cancel?> |

INED: 2088/10/23 13 % ———— o +1 console via Console
INFU: 2008/10/23 13:04:24 Battery backup feature is disabled. —

B B enanco e o

i elect event levels to displav

5.7.6 Reboot

“Reboot” allows the users to safely reboot this iISCSI RAID subsystem.
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System information
Upgrade

Reset to factory default
Import
Fvent log Sure to reboot?
llleboo ]
Shutdown

<> <No >

SR ath:fHaintenanceld
|Reboot
1

5.7.7 Shutdown

“Shutdown” allows the users to power off this iISCSI RAID subsystem with a
safe way to prevent any data loss, because Shutdown execution gets this
iSCSI RAID subsystem to flush the data from cache to physical disks first, a
necessity for data protection.

Suystem information
Upgrade

Reset to factory default
Import +—————— R e +
Fuent log Sure to shutdown?
Reboot
Bhutdown

<A <No >

- cth:lHaintenancell
iShutdown

5.8 Logout

For security reason, “Logout” allows the users to logout when there is no user
is operating this iISCSI RAID subsystem. To re-login this iSCSI RAID subsystem,
please enter the user name and password again.
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Quick installation

System configuration
15CSI configuration
Yolume configuration +—————] Logou i gttt +
Enclosure management Sure to logout?
Maintenance

logout]

<V <Ho >

pmPath

{Logout
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Appendix A.
ISCSI & iISCSI Initiator

ISCSI Overview

iSCSI or Internet SCSI is a TCP/IP-based protocol that is mainly designed to be
used for linking data storage devices over a network and enabling the transfer of
data. Thereby, iSCSI offers a mechanism for capturing SCSI commands on an
IP network, and carries SCSI commands over IP networks. Since iSCSI fully
takes advantage of the ubiquitous TCP/IP-based Ethernet environments, it
offers enormous potential for low-cost centralization of storage. Accordingly, if
the customers want to make use of existing IT network infrastructure expertise
to get into storage networking, iSCSI is an easy approach as well.

Host System

Initiator

The main advantages of iSCSI include consolidated data storage systems,
remote backup of data with easiness, more flexible and cost-effective server
clustering deployments, and replication and recovery. Furthermore, since
Microsoft released the first version of the iSCSI Software Initiator in June of
2003, storage over IP has accelerated storage area network adoption strikingly.
That’s because iSCSI offers the benefits of storage area networks (SANs).
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IP SANSs allow servers to attach to a number of storage volumes by using iSCSI
over TCP/IP networks. IP SANs can scale the storage capacity coming from any
type and brand of storage system. In addition, using any type of network
(Ethernet, Fast Ethernet, Gigabit Ethernet) and combining operating systems
within the SAN network. IP-SANs also include mechanisms for security, data
replication, multi-path and high availability.

Finally, storage protocol plays a very important role behind iSCSI. Storage
protocol in iSCSI, has “two ends” in the connection. The two ends are the
initiator and the target. In iISCSI we call them iSCSI initiator and iSCSI target.
The iSCSI initiator requests or initiates any iISCSI communication. It requests all
SCSI operations like read or write. An initiator is usually located on the
host/server side. The iSCSI target is the storage device itself or an appliance
which controls and serves volumes or virtual volumes. The target is the device
which performs SCSI commands or bridges it to an attached storage device.
iSCSI targets can be disks, tapes, RAID arrays, tape libraries, and etc.

ISCSI Initiator Overview

An initiator functions as an iSCSI client. An initiator typically serves the same
purpose to a computer as a SCSI bus adapter would, except that instead of
physically cabling SCSI devices (like hard drives and tape changers), an iSCSI
initiator sends SCSI commands over an IP network. An initiator falls into two
broad types:

Software initiator

A software initiator uses code to implement iSCSI. Typically, this happens in a
kernel-resident device driver that uses the existing NIC and network stack to
emulate SCSI devices for a computer by speaking the iSCSI protocol. Software
initiators are available for most mainstream operating systems, and this type is
the most common mode of deploying iSCSI on computers.

Hardware initiator

A hardware initiator uses dedicated hardware, typically in combination with
software (firmware) running on that hardware, to implement iSCSI. A hardware
initiator mitigates the overhead of iISCSI and TCP processing and Ethernet
interrupts, and therefore may improve the performance of servers that use
iSCSI.

Below is an example about how to setup Microsoft iSCSI:

Below are the steps about how to setup Microsoft iSCSI Initiator. Please visit
Microsoft website for latest iSCSI initiator. Microsoft iSCSI Initiator Download
Linkage:

http://www.microsoft.com/downloads/details.aspx?familyid=12cb3c1a-15d6-45

140


http://en.wikipedia.org/wiki/Kernel_(computer_science)
http://en.wikipedia.org/wiki/Network_interface_controller
http://en.wikipedia.org/wiki/Network_stack
http://en.wikipedia.org/wiki/Firmware
http://en.wikipedia.org/wiki/Transmission_Control_Protocol
http://en.wikipedia.org/wiki/Interrupt
http://en.wikipedia.org/wiki/Interrupt

Appendix A. iISCSI & iSCSI Initiator

85-b385-befd1319f825&displaylang=en
1. Run Microsoft iSCSI Initiator version 2.07.
2. Click “Discovery”.

iSCSI Initiator Properties I il

General |Discovery| Targetsl PersistentTargetsl Bound Volumes.ﬂ'Devicesl

The I5C5| protocol uges the following information to uniguely

= identify this initiator and authenticate targets.

Initiator Mode Mame: ign. 1397 -05. com. microzoft demo

Tarename the inttiator node, click Change. Change...

To authenticate targets uzing CHAP, click Secret ta

specify a CHAP secret. Secret

To configure IPSec Tunnel Mode addresses, click

Tunnel
Tunnel. ]

i

0K | Cancel Sl |

3.  Click “Add”. Input IP address or DNS name of iSCSI storage device.

Add Target Portal X
Type the IP address or DS name and socket number of the porkal you
want ko add, Click Advanced to select specific settings for the discovery
session to the portal,

IP address ar DK3 name: Pt
192,168.11.229 3260 fidvanced..,
ancel
4. Click “OK".
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i5CSI Initiator Properties 1| il

General Dizcovery I Targets I Persistent Targets I Bound Yolumes/Devices I

— Target Portals

Address | Port | Adapter | |IF address |
192.16811.229 3260 Drefault Drefault

Bemowe Refresh I

—ISMHS Servers
Mame I
Add Femowe I Refrezh I

0.8 I Cancel I Lpply I

5. Click “Targets”. .

6. Click “Log On”. Check “Enable multi-path” if running MPIO.
L =l

General I Discoverny Targets I Persiztent T argets I Bound Yolumes/Devices I

iSCSI Initiator Properties

Select a target and click Log On to access the ztorage devices for that
target. Click details to zee information about the zeszions. connections and
devices for that target.

Targets:

M arme | Status |
ign. 2004-02 tw_cor,a md z pE0c-0000000cd: def...  |nactive

Details Refresh I

Ok I Cancel I Ay I

7. Click “Advance...” if CHAP information is needed.
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Log On ko Targek = ﬂ

Target name:

[T Automatically restore this connection when the system books

I™ Enable multi-path

i\ Cnly select this option if (5251 multi-path software is already inskalled
on your compuker,

Advanced. .. I (o] 4 I Cancel

8. Click “OK". The status would be “Connected”.
Advanced Settings __ ﬂil

General I IPSec I

— Conhect by uzing

Local adapter: IDefauIt ;I
Source |F: IDefauIt :I
Target Portal: IDefauIt LI

— CRC / Checksum
I Data digest I~ Header digest

— I CHAF logon information

CH&R helps enzure data security by providing authentization betiveen
a target and ar initiator, g b establish & connection: Touse it
specifi the same target CHER secret that was configured on the target
fiar this initiatar.

Wser name: qun.1 991 -05. com.microzaft: demao

Target secret: I

I Eerfarm mutial authentication

Trouze mutaal EHAR specify an imitiaton secret on the [mitiator, Settings
page and configure that secret on the target.

Cancel I Lpply

9. Done, it can connect to an iSCSI disk.
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ISCSI Initiator Properkties

=]
General I Discovery  Targsts I Perzistent T argets I Bound Yolumes/Devices I

Select a target and click Log On to access the storage dewices for that

target. Click details to see information about the zessions. connections and
dewvices for that target.

Targets:

M ame Status

Dietails I Log On... I Refresh I

Ok, I Cancel I o i [ I

The steps below are to log off iISCSI device:
1. Click “Details”.

Target Properties

(=
Sessions | Devices | Properties |
This barget has the Following sessions:
Identifier 1
E=Al FrFFFFFFES77oeS4-400001 3700000005
Refresh |
- Session Properties
Targek Porkal Group: 1
Skatus: Connected
Conneckion Count: 1
— Session Connections
To configure how the connections within
this session are load balanced, click Conmections |
Conneckions.
ot | G | e |

Check the Identifier, which will be deleted.
Click “Log off".

Done, the iSCSI device log off successfully.
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Appendix B.
ISCSI Advanced Applications

and Configurations

MPIO and MC/S Overview

Storage area networks unlock storage from the server—storage resources are
centralized onto a network, and provisioning and management are simplified.
But to thoroughly safeguard your stored resources, each path between server
and storage must be protected—a single link between the two is also a single
point of failure, and if the link goes down, that server’s access to storage is lost.
With the appropriate software support, however, the administrator can
implement a high availability solution through deployment of multiple paths
between servers and storage. Multipathing provides an automatic means of
persisting 1/0O without error, failing over the workload to a redundant path should
one path fail.

The Microsoft iISCSI Software Initiator provides sophisticated high availability
solutions through:

1. Multiple Connections per Session (MC/S)

MC/S allows multiple TCP/IP connections between the initiator (server) and
target (storage array) during the same iSCSI session, either on the same or a
different physical link. This allows load balancing and failover over among
multiple network interface cards (NICs).

2. Microsoft MPIO support
Microsoft MPIO support allows the initiator to log in multiple sessions to

the same target, enabling load balancing and failover among multiple NICs and
iSCSI Host Bus Adapters (HBAs).

Both methods support failover only (no load balancing, all other paths on
standby), as well as a failover plus I/O load balancing. Load balancing policies
include:

A. Round robin (all paths active, I/O sent in round robin fashion).

145



Software Operation Manual
|

B. Round robin with a subset of active paths.

C. Weighted path, in which 1/O is distributed to the path with the lowest
assigned weight.

D. Least Queue Depth, in which I/O is sent on the path with the shortest I/O
queue. This is only available for MC/S.

MPIO and MC/S setup instructions

Below are steps to setup MPIO. There are 2 kinds of scenarios for MPIO and
MC/S. We suggest use scenario 2 for better performance.

Scenario 1 Scenario 2

d=

Hest 1

Read or Wrike Read of Write

(0 —iesticSwien )

Read or Write
0 ——Gigahit Switch——
%
—
0
. e

1.  Create a RG (RAID group) with RAID 5, using 3 HDDs.

& H

i @

/ Volume configuration / RAID group

Total Free
No. Name [tem) 1] [(ce) ] #PD £#VD Status Health RAID

test 1862 1862 8 (o} anline Good RAID 5

2.  Create a VD (virtual disk) by using RAID 5 RG (RAID group).

146



Appendix B. iSCSI Advanced Applications & Configurations

/ Volume configuration / Virtual disk

Si o Do = hot
No. Name ’(_GB_I)ZG_V| Right Priority Bg rate Status Health i RAID #LUN naFff;B_?jj acs #Snapshot “F:G

TEST 30 WEB HI 4 Initiating | Optimal 58  RAID 5 o] o/0 (o] test

3.  Run Microsoft iSCSI initiator and check the Initiator Node Name.
I

General | Discowery | Targets | Persistent Targets | Bound Wolumes/Devices |

- The iISCS| protocol uses the following information bo uniquely
= identify this initiator and authenticate targets.

Imitiator Mode MName: iqn. 1991 -05.com.mlcmsoft:qa-chnschoui

To rename the initistor node. click Chanae Change... |
To authenticate targets using CHAP, click Secret to =
specifu a CHAP secret. SissEk |

T e configure IPSec Tunnel Mode addresses. click = i
Tunnel. AbRrai=

(). I Apply I

4. Attaching LUN to R5 VD (virtual disk). Input the Initiator Node Name in
host field.

/ Volume configuration / Virtual disk / Attach

VD : |TEST (30G8) [»|

Host (iSCSI node name) : ign. 1991-05.com.microsft: demdal
LUN : -o- [

Permission : ORread-orly ® Read-write

<< Back ® Confirm -

5. The volume config setting is done.

/ Volume configuration / Logical unit

Host LUN Permission VD name #Session

iqn. 1991-05.com.microsft:demao
»

0 Read-write TEST 8]

Attach a

6. Check iSCSI settings. The IP address of iSCSI data port 1 is
192.168.11.229, port 2 is 192.168.12.229 for example.
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/ iSCSI configuration / NIC

Name LAG LAG No DHCP  IP address
LAN,{ Mo M/A No  192.168.11.229 255.255.255.0 192.168.11.254

Netmask Gateway Jumbo frame MAC address Link

Disabled 00:13:78:a8:07:58 Down

LANZ2
a

Mo MNAA No  192.168.12.229 255.255.255.0 192.168.12.254 Disabled 00:13:78:48:07:59 Down

Aggregation ®

7. Add Target Portals on Microsoft iSCSI initiator 2.07.

iSCSI Initiator Properties :

=l
General Discowerny I Targets I Ferzistent T argets I Bound “Yolumes/Devices I
— Larget Paortals
Address | Port [ adapter [ 1P Address |
Add [~ I Hemowe I Fefresh I
[ ISMS Servers
rame I
Add I Hemowe I Refresh I
Ok I Cancel I Spply I

8. Input the IP address of iSCSI data port 1 (192.168.11.229 as mentioned in

previous page).
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iISCST Initiator Properties il

[,

Type the IP address or DMNS name and socket number of the portal wou
wank ko add. Click Advanced to select specific settings For the discovery
session ko the portal,
IF address or DMNS name: Pork:
192.168.11.229 260
Ok { | Cancel I
—ISMS Servers
Mame |
Add Femowve I Fefrezh I
QK. I Cancel I Apply I

iator 2.07.

9.  Add second Target Portals on Microsoft iSCSI init
x|
General Discovery I Targets I Fersistent T argets I Eound Volumes/Devices I
— Target Portals
Address I Fart I Adapter I P ﬂ.ddlessl
192.168.11.229 3260 O efault Drefault
Hemowe I Fiefresh I
—ISMS Servers
Mame I
Add I Femove I Fiefresh I
ak. I Cancel I Apply I
10.

previous page).

Input the IP address of iISCSI data port 2 (192.168.12.229 as mentioned in
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iISCST Initiator Properties I il
Add Target Portal ) =]

Type the IP address or DMNS name and socket number of the portal wou
wank ko add. Click Advanced to select specific settings For the discovery
session ko the portal,

IF address or DMNS name: Pork:

192.168.12.229 I 260 Advanced. .. |
OK{:, I Cancel I

Mame |

—ISMS Servers

Add Femowe I Fefrezh I

QK. I Cancel I Apply I

11.  The initiator setting is done.

ISCSI In tor Properties Xl

General Discoven I Talg% I Ferziztent T arget=s I Bound Yolumes/Devices I

— Target Portals
19216812229 3260 Drefault Drefault
Add I Hemowe I Fiefresh I
—ISMHS Servers
Mame |
Add I Femowe I Fiefrezh I

QK I Cancel Spply I

12. Log on.
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ISCSI Initiator Properkties x|
General I Discoverny Targets I Perzistent T argets I Eound “olumesz/Devices I

Select a target and click Log On to access the storage devices for that

target. Click detailz to zee information about the zeszions. connections and
devices for that target.

Targets:

Status

Detail= I Log Dn.[. | Refresh I

Ok, I Cancel I Apply I

13. Enable “Enable multi-path” checkbox. Then click “Advanced”.
iSCSI Initiator Properties - |
logOntoTarget 0 x|

Targek name:

I iqn. 2004-08 . bw, com.a md :ps0c-b3caniol e defaulk-Earget
I Automatically restore this connection when the syskem books

.L\‘. 2nly select this option if iISCSI mulki-path software is already installed
=4 on wour computer.

ﬁdvancjﬂ. - I (a].4 I Cancel I

Details I Log On... I Fefresh I

Ok I Cancel I ) €] I

14. Select Target Portal to iSCSI data port 1 (192.168.11.229). Then click
“OKH
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Advanced Settings A 21|

General I IPSec I

[ Connect by using

Local adapter: IMicmsuﬂ ISCSI Initiator LI
Source |P: [192.168.11.34 |

Target Portal:

CRC / Checksum
’7|_ Diata digest I Header digest

— I CH&P logon information

CEHAR helps ensure data security by providing authentication between
a target and an initiatar triing bo establish a conmection. Towuse it
specifiy the same target CHER secret that was configured an the target
for this initiator.

Usermarme: Ilqn.'l 9971 -05, com. rmcrozoft ga-chrischou?

Target secret: I

I Eerfom mutual authentication

Touse mutial EHAR specify an initiaton secret on the Initiaton Settings
page and canfigure thiat secret o the target

DK[:l I Cancel I Spply I

15. Log on “Enable multi-path” again.

SCST T

tor Properties N Xl

General I Dizcovery Targets I Persistent Targelsl Bound anumes!DevicesI
Select a target and click Log On to access the storage dewices for that

target. Click details to ses information about the seszions, connections and
devices for that target

Tamgets

M ame | Status |
iqn. 2004-08. v, com.a md: pE0c-b3cal00] e:def... Connected

Details Refresh I

(] I Cancel I Sl I

16. Enable “Enable multi-path” checkbox. Then click “Advanced...”.
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iSCSLE tor Properties [ |

Log On ko Target 1[ I

Targek name:

| ign. 2004-08. bw.com.amd :pe0c-bS3cali0l e: default-target

I sutomatically restore this connection when the syskem books
I

ﬂ only select this option if i5CSI mulki-path software is already installed
== gnyour compuker,

Adwanred... Ok I Cancel I

Detailz | LogOn. .. I Refresh I

ak I Cancel I Apply I

17. Select Target Portal to iSCSI data port 2 (192.168.12.229). Then select
13 OK”

21|

General I IPSec |

Connect by using

Local adapter: IMichsoft ISCSI Inikiator

=
Source |P: [19z2.168.12.34 =1

Taraet Portal:

CRLC / Checksumn
’7|_ Data digest I Header digest

— I CHAF logon information

EHAE helps ensure data security by prowviding authientication betiweess
a target and an initator being o establish & connection. To uese it
specify the same target EHAE secret that tuas cotmfigured ian the Earget
Far this initiatar,

User rarme: qun.‘l 991 -05. com. miciosoft ga-chrischou3

Targel secret: I

I | Eertormn mutual suthentication

Touse mutaal EHAR specify am mitiator secret o the Intiatar Settings
page atd configure thiat secret om the target.

E I Cancel I Aol I

18. iSCSI device is connected. Click “ Details”.
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ISCSI Initiator Properkies X|

General I Dizcoverny T argets I Perzistent T argets I Bound Yalumes/Devices I
Select a target and click Log On ko access the storage devices for that

target. Click detailz to s=ee information about the seszionz. connections and
devices for that target.

Targets:

Qetﬂs I Log On... I Fefresh I
b

Ok I Cancel I Apply I

19. Click “Device” tab, then click “Advanced”.
x|

Sessions Devices IPererties I

These are the devices exposed by iISCSI sessions ta the targek. Click
Adwvanced to view information abouk the device and configure the
multipath policy,

Devices!

Device Hame MPIO Capable

]
iSCSI RAID SCSI Disk Device Multi-Path Support

&dﬂjnced |

(o148 I Cancel I SEpl I

20. Click “MPIQO” tab, select “Load Balance Policy” to “Round Robin”.
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Dervice Details ) =|
General  MPIO I

Load Balance Palicy :

IFaiI Crwer Cinly vI
Fail Civer Cnl

Round Robin WWith Subset
Least Gueue Depth
weighted Paths
Least Elocks

This device has the Following paths:

Pakh Id | Status I Tvpe I weight | Session D

Dez0000 Conne. .. Ackive nfa FFFFFFFFFSS0eS7c-4 00001
O=z20001 Canne. .. Standby nfa FFFFFFFFFES0e87c-400001
< | 1L |

Details I Edit... I

ok | cancel | apply |

21. Click “Apply”.
DeviceDetails x|

General  MPIO I

Load Balance Policy ;

— Description

The round robin policy attempts to evenly distribute incoming
requests to all processing paths.

This device has the following paths:

pathId | Status | Tvpe | weight | Session 1D
0x20000 Conne...  Active nfa FFFFFFFFFE80e&7c-400001
0x20001 Conne...  Ackive nfa FFFFFFFFFE80e87c-400001

«| | |

Details I Edit... |

O I Cancel I Appl Ve |
L

22. Run “Device Manage” in Windows. Make sure MPIO device is available.
Then the disk can be tested about performance by IOMETER.
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File

Action  Wiew  Help

- | H EFS 2 A=ma

=

[ B B B W B8 e W B e B e B B

“d Computer
[l Disk drives

£ Lg Display adapters

ey Floppy disk controllers

14, Floppy disk drives

£y IDE ATA/ATAFL controllers

e Keyboards

H-+1y Mice and other pointing devices
78 Monitors

¢l EE Metwork adapters

7% Ports (COM & LPT)

£- 988 Processors

742 5CST and RAID controllers
7@, Sound, video and game controllers

¥l by Syskem devices
2) Universal Serial Bus controllers

QA _CHRISCHOLS

SCSI Disk, Device
SCSI Disk, Device
Multi-Pa

The MC/S setup instructions are very similar to MPIO, detail steps are in the
following figures. For the target side setting, the steps are exactly the same as
MPIO. Please refer to Figure F.1 to Figure F.9.

1.

2
3.
4

o
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Create a RG (RAID group) with RAID 5, using 3 HDDs.
Create a VD (virtual disk) by using RAID 5 RG (RAID group).
Run Microsoft iSCSI initiator 2.07 and check the Initiator Node Name.

Attaching LUN to R5 VD (virtual disk). Input the Initiator Node Name in
Host field.

The volume config setting is done.

Check iSCSI settings. The IP address of iSCSI data port 1 is
192.168.11.229, port 2 is 192.168.12.229 for example.

Add Target Portals on Microsoft iSCSI initiator 2.07.

Input the IP address of iISCSI data port 1 (192.168.11.229 as mentioned in
previous pages). For MC/S, there is only ONE “Target Portals” in the
“Discovery” tab.
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ISCSI Ini tor Proper! 5 Il x|
General Discovery I Targets I Persistent Targets I Bound “olumes/Devices I
[ Larget Portals
Address | Port | Adapter | |IP Address |
192.168.11.229 3260 Drefault Crefault
Hemove | Fiefresh |
—ISHS Servers
Mame I
add I Femoswe I Refresh I
oK | Cancel | sopy |
9. Logon.
CSI Initiator Properties il

Generall Discovery  Targets I Perzsistent Targetsl Bound Volumes.-"DewcesI

Select a target and click Log On to access the storage devices for that
target. Click details to see information about the sessions. connections and
devices for that target.

Targets:

M ame Status

Detailz I Log Dn.[. I Fefresh I

Ok I Cancel I Apply I
10. Then click “Advanced...”.
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ISCSI Initiator Properties []
Log On Eo Targek

Targek name:

I iqrn. 2004-03, bw. com. amd: p&0c-b3cali0le: defaulk-target

™ automatically restore this connection when the system books

I™ Enable rmulti-path

_ﬁ Only select this option if iISCSI multi-path software is already installed

0n Your computer,

ﬂdvancﬂ. - | Ok I Cancel

Dretails I Log On... I Fefresh

Ok I Cancel I

Aol
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11. Select set Local Adapter, Source IP, and Target Portal to iSCSI data port 1
(192.168.11.229). Then click “OK”.

Advanced Settings Zix]

General I IPSec I

Connect by uzing

Local adapter: | Microsoft iSCS1 Iritiator b |

Source IP [192.168.11.34 =1

Target Portal:

CRLC / Checksum
’7|_ D ata digest I Header digest

— I CHAP logon information

CHAR belps ensure data security by providing authentication betwesn
& barget and an initiatar tring ke establish a connection: To use it
zpecifi the same target CHAR secret that was configured o the target
far this initiator.

Lser narme: qun. 13371 -05. com. miciosoft: ga-chiischoul

Target secret: I

I Eerfarm mutual authentication

To wee mutual CHAE specify arr initiaton seciet onthe [nitigtor Settings
page and configure that secret on the target.

ok~ | Bt sppl |

12. After connected, click “Details”, then in the “Session” tab, click
“Connections”.

ISCSI Initiator Properties x|
General I Discovens Targets I Persistent T argets I Bound Wolumes/Devices I

Select a target and click Log On to access the storage dewvices for that
target. Click detailz to see information about the zessions. connections and
devices far that target.

Targets:

M ame

Status

Qett |s I Log On... I Refresh I

akK I Cancel I Spply I

13. Choose “Round Robin” for Load Balance Policy
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Load Balance Policy:
!R.m.lnd Robin

This session has the following connections :

Source Portal Target ... Status Type Weight | Cornng

192.158.10.... 192.158... Conne... Active nfa Ox3
L — | — |
I_ Add ] [ Remowve ] [ Edit. J

14. “Add” Source Portal for the iSCSI data port 2(192.168.12.229)

Connections

Load Balance Policy:
% [ge]
!R.m.lnd Raobin

Description

The round robin pelicy attempts to evenly distribute incoming
requests to all processing paths.

This session has the following connections ©

Source P... T;fget Status Type Weight Connect

192.168.1... 192.168... Conne...

15. Select Local adapter, Source IP, and Target Portal to iSCSI data port 2
(192.168.12.229). Then select “OK”.
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Advanced Settings d 4

General I IPSec |

— Connect by uzing

Local adapter, | Microsaft iSCS Iritiator

Ly L

Source |P: [192188.12.34

Target Portal:

—~ CRC / Checksum
[~ Data digest [~ Header digest

—I CHAF logan information

CHAR helps ensure data security by praviding authentication between
atarget and aniinitiator png tocestablish & connection: To wee it
specify the zame target CHAR secret that was configured on theltarget
farthis initiatar.

Username: |iqn.‘| 9971 -05; com. microsaft: ga-chrischoud

Target secret: I

I Eestarmn mutual authentication

Tiouze mutual EHER specify aninitiator secret on the [nitiatar Sethings
page and configure that secret o the target.

DE I Cancel Lopply
b

16. The MC/S setting is done.

Trunking / LCAP Overview

LACP: Link Aggregation Control Protocol

IEEE specification (802.3ad)

Bundle several physical ports together to form a single logical channel
Allows a switch to negotiate

Trunking:

Similar to 802.3ad

Protocol-independent

Trunking / LCAP Setup Instructions

Below are the steps to setup Trunking and LACP. There are 2 kinds of scenarios
for Trunking/LACP.
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Hoge |
Read or Write Foead or Write Read or Write
I e — ( Gigahit Swilch )
Trunking/LACP Trunking/LACE

Network diagram of Trunking/LACP.
1.  Create a RG (RAID group) with RAID 5, using 3 HDDs.

/ Volume configuration / RAID group

Total Free
No. Name [ee) 1] [(ce) ] #PD #VD Status Health RAID
. test 1862 1862 3 o] anline Good RAID 5

2. Create a VD (virtual disk) by using the RAID 5 RG (RAID group).

/ Volume configuration / Virtual disk

name

Si . e 5| hot
No. Name,ﬁl Right Priority Bg rate Status Health i RAID #LUN naF%jf ace #Snapshot R

TEST 30 WB HI 4 Initiating = Optimal 58 | RAID 5 0 o/0 (o] test

3.  Run Microsoft iSCSI initiator 2.07 and check the Initiator Node Name.
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ISCSI Initiator Propertics >=|

General | Discovery | Targets | Persistent Targets | Bound Yolumes/Devices |

- The iISCS| protocol uses the following information bo unigquels:
= identify this initiator and authenticate targets.

Initistar Mode Marme: iqrn.1991-05. com.microsoft: ga-chrischoud

To rename the initiator node. click Change Changs... |
T authenticates targets using CHAF. click Secret to =
specify 2 CHAP secret. LA I

To configure IPSec Tunnel Mode addresses, click = ]
Tunnel JeiaE

(=1 Spply I

4.  Attaching LUN to R5 VD (virtual disk). Input the Initiator Node Name in the
Host field.

/ Volume configuration / Virtual disk / Attach

VD : [TesT (3068) |+

Host (i5CST node name) : ign. 1991-05.com. microsft: demd|
LUN : =0 by

Permission : O Read-only @ Read-write

<< Back ) Confirm a

5. Done, please check the settings.

/ Volume configuration / Logical unit

Host LUN Permission VD name #Session

\qn‘1991705‘com.:ﬂcrosft‘demo 0 Read-write TEST o

Attach 3

6. Check iSCSI settings. The IP address of iSCSI data port 1 is
192.168.11.229. Using port 1 as Trunking or LACP. Click the blue square in
“Aggregation” field to set Trunking or LACP.
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/ iSCSI configuration / NIC

Name LAG LAG No DHCP IP address Netmask Gateway Jumbo frame MAC address Link
LAN: Mo M/A No  192.168.11.229 255.255.255.0 192.168.11.254 Disabled 00:13:78:48:07:58 Down

LAN% Mo MNAA No  192.168.12.229 255.255.255.0 192.168.12.254 Disabled 00:13:78:48:07:59 Down

Aggregation ®

7.  Select “Trunking”. If LACP is needed..

iSCSI configuration / NIC / Aggregation

Aggregation : @ Trunking OLACP
Address : 192.168.11.229
Mask : 255,255.255.0
Gateway ! 192,168.11.254

NIC :

<< Back ® Confirm ]

8. Now, the setting is in Trunking mode.

/ i5CSI configuration / NIC

Name LAG LAD DHCP  IP address Netmask Gateway Sk MAC address Link
No frame

Lo Trunking 0 Mo  192.168,11.229 255.255.255.0 192.168.11.254  Disabled 00:13:78:88:07:58 Down

LAN% Trunking 0 Mo 192,168.11.229 255.255.255.0 192.168.11.254 Disabled 00:13:78:488:07:58 Down

Aggregation L]

9.  Enable switch Trunking function of port 21 and 23. Below is an example of
Dell PowerConnect 5324.
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- Dell DpenManage Switch Administrator - Microsoft Internet Explorer

File Edit Yie=w Favortes  Tools  Help | aw
back - ¢ v (] [2] (a| D search iFavartes & | (- L B L) &

Address |@ http:f§192.168, 10,252} B3| Go | Links **
Dell OpenManage Switch Administrator Support | Help | About | Log Out

192.168.10.252 LAG Membership

= Home
Systermn LAG Membership
=] Switch i s
i Metwork Securit il L e
Ports
Address Tables
GARP Faors
Spanning Tree 1 2 3 4 6 6 7 8 9 10 11 12 13 14 15 16 17 18 18 20 21 22 23 29
e . e ]
in ggregatior
T LACE P (s AR Y
LAG Membe
-~ Multicast Suppo
Statistics/RMOM
Guality of Service

[T

|
i

[o—— A
[&] javascript:presubmit(); [ [ [ [@ Trusted sites T

10. Select “LACP”. If LACP is needed,

iSCSI configuration / NIC / Aggregation

Aggregation : O Trunking @ LACP
Address : 192.168.11.229
Mask 255,255.255.0
Gateway ! 192.168.11.254
NIC LANT |

<< Back ° Confirm °

11.  Now, the setting is LACP mode.

onfiguration / NIG

Mame LAG LAG Mo DHCP 1P address Metmask Gateway Jumbe frame MAC address Link
LA.Nf LACE 0 No | 192.168.11.229 | 255.255.255.0 | 192.168.11.254 Disahled 00:13:78:48:07:58 | Down
LANZ _ i : P e

s |LACE 0 Ne | 192,168.11.229 | 255.255.255.0  192.168.11.254 Disabled 00:13:78:08:07:58 Down
Aggregation L]

12. Enable switch LACP function of port 21 and 23. Below is an example of
Dell PowerConnect 5324.

165



Software Operation Manual

3 Dell OpenManage Switch Administrator - Microsoft Internet Explorer

File Edit Wiew Favorites Tools Help

Eack - &3 - [x] [2] @8 ‘ ) Search <7 Favorites &2 | H-ia B L) B
Address [&] hitp:/j192.165. 10,252 B e ks >
Dell OpenManage S h Administrator Support | Help | About | Log Out

192.168.10.252 LAG Membership
Home
e LAG Membership -
- Switch E[!ﬂ m

- Metwork Securit
- Ports
- Address Tables
- GARP o
Spanning Tree 1
- WLAN LACP |
- Link Aggregatior |

LACE Parar v N O
LAG M :
-~ Multicast Suppo
Statistics/RMON
[+ Quality of Service

2 3 4 5 B 7 8 9 10 11 12 13 14 15 15 17 18 19 20 21 22 23 24
[0 01
At

Fjo—
|@ javascripk: presubmit(); ’_ ’_ ,_ ,_ ,_ & Trusted sites Z

13. Add Target Portals in Microsoft iSCSI initiator 2.07.
|

General Discoven I T argets I Ferziztent Targets I Bound Yolumes/Devices I

— Target Portals

Addresz I Fort I Adapter I 1P Addlessl
Add [~ I Hemowe I Refresh I
1
T ISMS Servers
Mame |
Add I Femowe I Refresh I

ok I Cancel I Spply I

14. Input the IP address of iISCSI data port 1 (192.168.11.229 as mentioned in
previous page).

166



iSCSI Initiator Properties

Appendix B. iSCSI Advanced Applications & Configurations

Add Target Portal i x|

Type the IP address or DMNS name and socket number of the portal vou
wank ko add. Click Advanced to select specific settings For the discovery

session ko the porkal.

IF address ar DMNS name: Pork:
192.168.11.229 260
Ok { | Cancel I
—ISMS Servers
Mame |
Add Femowe I Refresh I

Ok I Cancel I Zppli

15. Click “Targets”

iSCSI Initiator Properties i |

General Discovery I Targ% I Persistent T argets I Bound Yolumes/Devices I

to log on.

— Target Portals

Address

IP Address |

Add Bemowe Refresh |
—ISMS Servers
Mame |
Add I Femowe I Refresh |
k. I Cancel I Lipply I
16. Log on.
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15C51 Initiator Properties il

Generall Dizcovery  Targets I Persistent Targetsl Eound Volumesx’DevicesI
Select a target and click Log On to access the storage devices faor that

target, Click details to see information about the sessions. connections and
devices for that target.

Targets:

Detailz I Log Dn.[. | Refreszh I

Ok, I Cancel I Lol I

17. Click “Advanced”.

ISCSI Inibiator Properties x|
Log On to Target o = I

Target name:

I automatically restore this connection when the system books

I Enable multi-path

': ol seleck this option iF iS55I multi-pach softweare is already installed
= on your compukber,

advanced. .. I L] .4 I Zancel I

Details I Log Omn... I Fefresh I

K. I Cancel I o ) L) I

18. Select Target Portal to iSCSI data port 1 (192.168.11.229). Then click
“OK"_
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Advanced Settings ﬂi‘

General | IPSec I

— Connect by uzing

Local adapter: IMichsnfl iSCSI Initiator

=
=l

Source 1P [192.168.11.34

Target Portal:

— CRC / Checksum
I Data digest ™ Header digest

— I CHAPR lager information

CHAR hielps ensure data security by providing authentication betivesn
a target and an initiatar tving o establish a connection. To use it
specify the game target CHAR secret that was configured on the target
frar this initiatoar.

User rnarme: qun.‘l 991 -05. com. microzoft:ga-chrizchoud

Target secret: I

I Berfarm mutual authentication

Trouze mutual EHAR specify arinitiator secret onithe [nitiatar Sethiigs
page and configure that secret o the target

DK[:I I Cancel Aol I

19. The setting is completed.
=i
General I Discoweny Targets I Fersiztent T argets I Bound “Yolumez/Devices I

Select a target and click Log On to access the storage devices far that
target. Click details to see information about the zeszions. connections and
dewvices for that target.

Targets:

Mame I Status I
iqn. 2004-08. tw_com.amd: pElc-b3calid] e:def... Connected

Fiefrezh I

Details I

Ok I Cancel I i ey [ ] I

20. Run “Computer Management” in Windows. Make sure the disks are
available. Then the disks can be tested for performance by IOMETER.
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[ Computer Managemenkt — ;lglﬁl
ion  Wiew  Window  Help |;Iilﬂ

|l = | 2| X = S
E Computer Management {Local) Yalume [ Lavout [ Tvpe [ File System | status [ capacit
E--ﬁg System Tools =P (EnD Partition Basic NTFS Healthy 19.53 GB
Ewent Yiewesr Eon TOOoLS (Fi Partition Basic FAT3Z Healthy 15,88 GB
Shared Folders EMWINDOWSZO03 (D) Partition  Basic  FATS2 Healthy (Boot) 19.52 GB
Local Users and Groups =Mwindows 2000 (C:)  Partition  Basic  NTFS Healthy (System) 19.53 GB
&% Performance Logs and Alert:
L m Device Manager
= & Storage
Removable Storage
. Defragrnenter
% Services and applications |

=ZFpisk 0

Basic Windows : WINDOW! QA TOOLE

74.50 GB 19.53GEMN §|19.53GEF 15,90 GE F

Online Healthy (S Healthy (B Healthy

E¥Disk 1

Easic

9.6 GB 05 GE

Online Unallocated

=1

4| | > M Unallocated il Primary partition [ll Extended partition [l Logical drive _l
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Appendix C
Firmware Upgrading & SNMP

SNMP QOverview

(Simple Network Management Protocol) A widely used network monitoring and
control protocol. Data are passed from SNMP agents, which are hardware
and/or software processes reporting activity in each network device (hub, router,
bridge, etc.) to the workstation console used to oversee the network. The
agents return information contained in a MIB (Management Information Base),
which is a data structure that defines what is obtainable from the device and
what can be controlled (turned off, on, etc.). Originating in the Unix community,
SNMP has become widely used on all major platforms.

The Definition SNMP

Event
Configuration
Performance

*

I MIB I
*

I SNMP Agent I
+

I Network I

SNMP Installation

Step 1: Installing the SNMP Manager software on the client server.

Step 2: Placing a copy of the management information base (MIB) in a directory
which is accessible to the SNMP management application

Step 3: Compiling the MIB description file with the SNMP management
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application
Below is one example of PowerSNMP working with this iSCSI RAID

subsystem ‘s SNMP configurations:

1. Set SNMP Trap address for the AL-8161i

SNMP
SNMP trap address 1 : [ 192,168.1,105:162 }
SNMP trap address 2 :
SNMP trap address 3 :
Community : public
Send events : WINFO &WARNING »/ERROR
Messenger

Messenger IP/Computer name 1 : 192.168.1.109
Messenger IP/Computer name 2 :
Messenger IP/Computer name 3 :

Send events : WIINFO WWARNING w/ERROR

System log server

Server IP/hostname : 192,168.1.105

UDP Port: 10514

Facility : Localo =]

Event level : WINFO WWARNING WMERROR

Event log filter
Pop up events : WINFO WWARNING wERROR

Show on LCM : WINFO WIWARNING W ERROR

Confirm -

2. PowerSNMP detects a VD (Virtual Disk) has been deleted

7, PawerTCP SNMP Agent

System Info
spsDescr ]Xlrclun 4,433 Portmaster 2000, +43b

sysObjectlD; [1.2 345678210

sysContact: [Fiona Duattwhistle |
Fire Trap-
[

syshlame: [Bteve Deestination: |255.255 26,255
spsLocation: IA litle bit above the floor and far below the ceiling ‘
en

[ Source [ Time

AL-8161i

AL PowerSNMP Manager Sample

[~ Statur |

Diuble-click an & variable fa set its value.
Stop Manager Trap received @ 2008/3/11 2 01-35:38 from host 192 168.1.100

| 1.36.1.41.222741.8000 INFD 2008/09/11 133547 C5T  Setthe
snapshot space of YD test to 1800137 MB

~Available Agen ~System Inf
sysDesscr; |L PZDCAEDODA 26 14-Telescopium 200807 252001
" 11 Tue Jul 29 20:24:08 CST 2008 ameStel Trap received @ 2008/3/11 FF 01:35:38 from host 1921681105
1.2:3.4.0 This is Value 0
L[r3E14180723210 1.23.41 Thisis Valus 1
St 1.23.42 This s Valus 2
e | |1 Trap recsived @ 2008/3/11 F4F 01:35:40 from host 192.168.1.105
[11.2.3.4.0 This is Valus D
sdmin 1.2.3.41 Thisis Valus 1
apEmfE 12342 This s Value 2
F210C A0 0DA -
sysHiame: Trap received @ 2008/3/11 F2F 01:37:04 from host 192.168.1.100
1.3.6.1.4.1.22274.1.8000 INFO: 2008/09/11 133716 CST VD test has
. [Urknown | been deleted.
sysLocation:

Refresh List v Send individual Get Requests for each system wariable

Add IP to Available Ager\ls——‘ ~Dart St Request Table il

| Add ‘ Get Table | |

~Trap Log :
i T1ap Lo |
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MIB Compilation and Definition File creation
Before the SNMP manager application accesses the RAID controller, user
needs to integrate the MIB into the SNMP management application’s database
of events and status indicator codes. This process is known as compiling the
MIB into the SNMP application. This process is highly vendor-specific and
should be well-covered in the User’s Guide of your SNMP application.

Upgrading Firmware

Since the RAID controller features flash firmware, it is not necessary to change
the hardware flash chip in order to upgrade the RAID firmware. The user can
simply re-program the firmware through the RS-232 port or 10/100 Ethernet
port.

Upgrading Firmware Through Web Browser
Management

1. To upgrade the RAID subsystem firmware, move the mouse cursor to
“Maintenance”, then click “Upgrade”

AL-6120i f Maintenance / Upgrade

ek Installation Browse the firmware to upgrade ©
i z

Reboot and shutdown
Logout

2. Click Browse. Look in the location where the new firmware is located. Select
the file “Firmware” Then click “open”.

3. Click the “Confirm.” Then a warning dialogue box as below will pop up. Click
“OK” to continue the firmware upgrading process.
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4. The new firmware file is being uploaded to the RAID subsystem.

5. The firmware version is being upgraded.

AL-6120i J Maintenance / Upgrade

Programming...

Malume config

Enclosure management

Uurﬂde

Info

Reset to default

Config import & export

Shutdown

6. When the upgrading is completed, there will be a dialogue box as below.

Microsoft Internet Explorer

1 Upgrade successfully!
. Please reboot system to make the upgraded firmware work,
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Appendix D

Installation Steps for Greater
Than 2TB Volume

Overview:

This iSCSI RAID subsystem is capable of supporting greater than 2TB volumes.
When connecting the RAID controller to 64bit OS installed host/server, the
host/server is inherently capable for greater than 2TB volumes from the 64bit
address. On the other side, if the host/server is installed with 32bit OS, the user
has to change the block size to 1KB, 2KB or 4KB to support volumes up to 4TB,
8TB or 16TB, for the 32bit host/server doesn’t support LBA (Logical Block
Addressing) 64bit. But if the 32bi OS supports LBA 64bit, for example, Windows
Serve 2003 with SP1, Linux kernel 2.6.x, or FreeBSD 5.2.1, there is no need to
make use of changing the block size mentioned above to support greater than
2TB volumes. For detail installation steps, please refer to following steps below:

Step A: configure your target
1.  Create a RG (RAID group) which is large than 2TB .

Volume configuration / RAID group

Total Free
No. Name [tce) (] [tce) (1] #PD #YD Status Health RAID
L TEST 2793 2793 <! ) anline Good RAID O

Create ®

2. Create a VD (virtual disk).

J Wolume configuration / Virtual dislk

Size : G R
-2, | PRight Priority Bgrate Starmus Health

R pamn siun S"a"i'_:"rfpam

RG

Ma. MName =Enapshot
name

No virtual disk available now!
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3.  Setup capacity, stripe height, and block size for VD (virtual disk).

VYolume configuration / Virtual disk / Create

Name :

RG name : ‘@

Capacity : 2793 =

Stripe height (KB) : ré‘l:i

Block size (B) : ‘512 ¥ ‘

Read/Write : O ‘rite-through cache @ Write-back cache
Priority : ® High priority O Middle pricrity O Low priority
Bgrate : E‘

Readahead : @;ﬂz‘

<< Back ® Confirm °

4.  When the capacity (GB) is greater than 2TB, there will be a dialogue box
as below pops up capacity.

Microsoft Internet Explorer X =]

LE&A 64 support?

<P
- ]
“'4') Choos 0K if using OF such az
Windows 64 bits, Windows Server 20032 BP1,
Linuzx kemel 2 6 2. FreeBED 5.2.1 or latter.

Choose Cancel.

It will change the sector size to 4K
The mastdmun capacity iz up to 16 TE.
Thiz wolume can ot be Dnmaonds Dzl

- R
Size A s Snapshot space RG
No. Name [(eey 1] Right Priority Bgrate Status Health . RAID #LUN [ce) i) #Snapshot e
. = test 2793 WB HI 4 anline | Optimal RAID O (o] 0/0 o] TEST

A 2793G VD (virtual disk) is created.
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5.  Check the detail information.

With LBA 64 supporting, block size = 512B.

Valume configuration / Virtual disk / More information

tual disk 1
Stripe
. Snapshot Block
o, Mame wwn Size  Size pight priority 19 Readahead Status Health 96 "9 RAID #LUN T space  #Snapshot Type PO dize
(xny Aoy !
test 2018001378a84391 | 2860032 2793 WB |HI 4 Enabled Online | Cptimal (-2 SAJD 1] o/ o RAID | TEST 512

Without LBA 64 supporting, block size = 4K.

Volume configuration / Virtual disk / More information

tual disk @
Su
: : Snapshot Block
5. Name WWN Fize SR pight priority 29 Readahead Status Health 9 "9 RAID #LUN " space #Snapshot Type RO size
€ (L)
(En)y
test 201900137€a8a391 | 2860032 2793 wWB H a Enabled Online Optimal & g’l\[D Q o/ o RAID TEST 4096

6. Attach LUN.

/ Volume configuration / Virtual disk

Size . o R Snapshot space RG

No. Name /a) v] Right Priority Bg rate Status Health i RAID #LUN l@) #5napshot oy
L = test 2793 WE HI 4 Online | Optimal RAID O 6] /0 0 TEST
Create L]

VYolume configuration / Virtual disk / Attach

VD test (2793G8) 4|

Host (iSCSI node name) ! iqr. 1991-05.com, microsoft:demao
LUN : SR b
B ~
Permission : 3 é B ® Read-write
SR
L S—
B
L << Back ® Confirm ®
T —

Step B: configure your host/server

Below is the configuration for Windows Server 2003 with Microsoft iSCSI
initiator. Please install the latest Microsoft iISCSI initiator from following link :
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http://www.microsoft.com/downloads/details.aspx?familyid=12cb3c1a-15d6-45
85-b385-befd1319f825&displaylang=en

1. Run MS iSCSI initiator, go to “Discovery” tab, add target portal (iSCSI

data).
iSCSI Initiator Properties il
Add Target Portal 3 =] |
Type the IP address or DMS name and socket number of the partal wou
want ko add. Click Advanced to select specific settings for the discovery
session ko the portal.
IP address or DMS name: Port:
| 192.168.11.229| |326El Advanced. .. |
ok I Cancel I
ISMS Servers
Mame I
Audd Hemowe I Refresh I
(5].4 I Cancel I Apply I

2. Go to “Targets” tab, click “Refresh”, and then “Log On...” the target

i5CSI Initiator Properties x|
Generall Digcovery 1 argets | PersistentTargetsI Bound \u"olumes.-"Devic:esl

Select a target and click Log On to access the storage devices for that
target. Click detailz to see information about the sessions. connections and
devices for that target.

Targets:

Mame | Status |
ign. 2004-08. v coma uc: pE0c-0000000cd:def...  Inactive

Detailz |

Refresh |

(1] | Cancel | Ll I
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i5CS] Initiator Properties x|

]

Target name:

[ Automatically restore this connection when the system baots

" Enable multi-path

ﬁ Only select this option if iSCSI mulki-path saftware is already installed
= on your computer,

Advanced... | oK I Cancel

Dietailz I LogOn... | Fiefresh |

aK | Cancel | Apply |

3. Status is “Connected”, the initiator setting is done
x
Generall Discavery 1 argets |Per$istentTarget$| Bound Volumestevice&l

Select 5 target and click Log On to access the storage devices for that
target. Click details to zee infarmation about the sezsions, connections and
devices for that target.

Targets:

N are Status

Dietailz | Log On... | Refrezh |

(1] I Cancel | Aoply |
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Step C: Initialize/Format/Mount the disk

1. Goto Start > Control Panel > Computer Management - Device Manger
-> Disk drives

E Computer Management

Q File  Action  Wiew window  Help

= | BOmE| S 2mm

Q Computer Management (Local)
Elﬂ System Tools

@ Event Viewer
Shared Folders

Q8 CHRISCHOLUZ

cge HDS7ZE050PLASE0

Local Users and Groups S i5CSI RAID SC51 Disk Device
4 Performance Logs and Alert: @ iSCSIRAID  Mulki-Path Disk, Device

2, Device Manager l‘_é Display adapters

Disk drive status of the iISCSI RAID controller

2. Go to Start > Control Panel - Computer Management - Disk
Management, it displays a new disk.

L1 Computer Management

Q File  Action  Wiew ‘window Help

o | BE 2|3 E

& Computer Management {Local) Valume Lavout | Type | File System | Status [ capacity [ Fre= space [ % Free [ Fault Tolerance [ overhead |
iy System Tools = () Partition  Basic FAT32 Healthy (System) 19.52GB 17.00GB  87% Mo 0%
o B[] Evert Viewer = (o) Partition  Basic  FAT32 Healthy (Boot) ~ 19.52GB 16,3268  83% Mo 0%
% Shared Folders = () Partition  Basic Healthy 19.53GE 19,5368  100% Mo 0%
-2 Local Users and Groups =1 Fartition  Basic NTFS Healthy 16.08G8 16.40GE  90%  MNo 0%
o B g Performance Logs and Alert | @iy o a030.2 (60 Parttion Basic UDF Healthy 320G OME 0% Mo 0%
Device Manager
E@ Starage
& Removable Storage
! -l Disk Defragmenter
. -2 Disk Management
g}! Services and Applications
“Ppisk 0
Basic (c) (03 (E) (F:)
76.68 GR 13,53 GB FAT32 19,53 GB FAT3Z 19,53 GB 18,08 GB NTFS
Online Healthy (System) Healthy (Boot) Healthy Healthy
TDisk 1
Unknowin 7
2792.99 GB 2792.9
Mot Initialized Unallacated -
Zlco-romMo
DVD EV_05_2939.2 (G}
3.20 GB 3,20 B UDF
Onling Healthy

3. Initialize disk.
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Appendix D. Installation Steps for Greater Than 2TB Volume

Mat Initialized

£ED—RDM 0
CWDr

3.20GE

Online

ZPDisk 0

Basic (c3) (D:) (E) (F:)

76,65 GE 19,53 GE FAT3Z2 19,53 GEFAT32 19.53 6B 18,08 GB NTF
Orline Healthy (System) Healtfy (Book) Healthy Healthy
T5Disk 1

Unknown

2792,99 GB

Properties I

Help

@)

3,20 GB LUDF
Healthy

4. Convert to GPT disk for over 2TB capacity. For more detail information

about GPT, please visit

http://www.microsoft.com/whdc/device/storage/GPT FAQ.mspx

ZPDisk 0

Basic ) (D) (E) (F)
76,68 GB 13,53 GB FAT3Z 19,53 GB FAT32 19.53GB 18.08 GB NTFS
Online Healthy (System) Healthy {Boot) Healthy Healthy
HDisk 1

Basic

2792,92 @B Coyvert ba Dymanic Disk.. 744,96 B

Orline ' ta GGPT Disk. Unallocated
@ED—RDM o Propetties

DD

3,20 GB Hep |

Crling | | Healthy

5. Format disk.

| {C)
|19.53 GB FAT32
|Healthy {Swstem)

| ()
19,53 GB FAT32
|Healthy (Boat)

(E2)

1195368
| Healthy

Healthy

(F:)
18,08 GE NTFS

- Propetties

|EN_DS_2939.2 (G:)

13,70 6B UDF
| Healthy

Help

6. Format disk is done.
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ZADisk 0

Basic () (D:) (E) (F:)

76‘_55 GE 19.53 GE FATSZ 19,53 GB FATIZ 19.53 GE 15.08 GE NTFS

Cirline Healthy {System) Healthy (Boot) Healthy Healthy

ZHDisk 1 i . _— =
i

B New Yolume (H o A S A A S A

279287 GB T2 BT QB TS AT,

Anling: ekt </,

DYD EN_05_2939.2 (G:)
3,20 6B 3.20 GB UDF
Online Healthy

7. The new disk is ready to go, available size = 2.72TB.

T My Computer

File Edit Wew Favorites Tools Help
DEack v &) ~ (¥ | S search [ Foders | 3 X )| [+
Address | ¢ My Computer

Name ] Type | Total Size I Free Space ]
Hard Disk Drives

% Local Disk (C:) Local Disk. 19.5GB 17.0GB
e ocal Disk (D:) Local Disk 19.5GB 16.2 GB
% Local Disk (E:) Local Disk

% Local Disk (F:) Local Disk 18.0GB 16.4 GB

Local Disk 27278 2727B

sMew Yolume (H:)

Devices with R Free Space: 2.72 TB
Total Size: 2,72 TB

1 314 Floppy (A1)
LLEN_05_2939.2(G:) CD Drive 3.20GB 0 bytes
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Appendix E. Event Notifications (Logs)

Appendix E.

Event Notifications (Logs)

PD events
Level Type Description
INFO Disk inserted Disk <slot> is inserted into system.
WARNING Disk removed Disk <slot> is removed from system.
ERROR HDD failure Disk <slot> is disabled.

HW events
Level Type Description
WARNING ECC error Single-bit ECC error is detected.
ERROR ECC error Multi-bit ECC error is detected.
INFO ECC info ECC memory is installed.
INFO ECC info Non-ECC memory is installed.
INFO SCSIl info Received SCSI Bus Reset event at the

SCSI Bus <number>.

EMS events
Level Type Description
INFO Power installed | Power <number> is installed.
ERROR Power absent Power <number> is absent.
INFO Power work Power <number> is restored to work.
ERROR Power warning | Power <number> is out of work.
WARNING Power detect PSU signal detection <number>.
INFO Fan work Fan <number> is restored to work.
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ERROR Fan warning Fan <number> is out of work.
INFO Fan installed Fan <number> is installed.
ERROR Fan not present | Fan <number> is not present.
WARNING Thermal System temperature <location> is a little
warning bit higher.
ERROR Thermal critical | System Overheated <location>!!!
ERROR Thermal critical | System Overheated <location>!l! The
shutdown system will do the auto shutdown
immediately.
WARNING Thermal ignore | Unable to update thermal value on
value <location>.
WARNING Voltage System voltage <location> is a little bit
warning higher/lower.
ERROR Voltage critical | System voltages <location> failed!!!
ERROR Voltage critical | System voltages <location> failed!!! The
shutdown system will do the auto shutdown
immediately.
INFO UPS info UPS detection succeeded.
WARNING UPS error UPS detection failed.
ERROR UPS error AC loss for the system is detected.
ERROR UPS error UPS Power Low!!! The system will do the
auto shutdown immediately.
WARNING SMART T.E.C. | Disk <slot> S.M.A.R.T. Threshold Exceed
Condition occurred for attribute <item>.
WARNING SMART failure | Disk <slot>: Failure to get S.M.A.R.T
information.
RMS events
Level Type Description
INFO Console Login | <username> login from <IP or serial
console> via Console Ul.
INFO Console Logout | <username> logout from <IP or serial
console> via Console Ul.
INFO Web Login <username> login from <IP> via Web UlI.
INFO Web Logout <username> logout from <IP> via Web UI.
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LVM3 events

Appendix E. Event Notifications (Logs)
|

Level Type Description

INFO RG created RG <name> has been created.

INFO RG creation | Failed to create RG <name>.
failed

INFO RG deleted RG <name> has been deleted.

INFO VD created VD <name> has been created.

INFO VD creation | Failed to create VD <name>.
failed

INFO VD deleted VD <name> has been deleted.

INFO VD renamed Name of VD <name> has been renamed

to <name>.

INFO Read-only Cache policy of VD <name> has been set
caching as read only.
enabled

INFO Writeback Cache policy of VD <name> has been set
caching as write-back.
enabled

INFO Write-through Cache policy of VD <name> has been set
caching as write-through.
enabled

INFO VD extended Size of VD <name> extends.

INFO VD initialization | VD <name> starts initialization.
started

INFO VD initialization | VD <name> completes the initialization.
finished

WARNING VD initialization | Failed to complete initialization of VD
failed <name>.

INFO VD rebuild | VD <name> starts rebuilding.
started

INFO VD rebuild | VD <name> completes rebuilding.
finished

WARNING VD rebuild | Failed to complete rebuild of VD <name>.
failed

INFO VD  migration | VD <name> starts migration.
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started

INFO VD  migration | VD <name> completes migration.
finished

ERROR VD  migration | Failed to complete migration of VD
failed <name>.

INFO VD scrubbing | VD <name> starts scrubbing.
started

INFO VD scrubbing | VD <name> completes scrubbing.
finished

INFO RG migration | RG <name> starts migration.
started

INFO RG migration | RG <name> completes migration.
finished

INFO RG activated RG <name> has been manually activated.

INFO RG deactivated | RG  <name> has been manually

deactivated.

INFO VD rewrite | Rewrite at LBA <address> of VD %s starts.
started

INFO VD rewrite | Rewrite at LBA <address> of VD %s
finished completes.

WARNING VD rewrite | Rewrite at LBA <address> of VD %s failed.
failed

WARNING RG degraded RG <name> is under degraded mode.

WARNING VD degraded VD <name> is under degraded mode.

ERROR RG failed RG <name> is failed.

ERROR VD failed VD <name> is failed.

WARNING Recoverable Recoverable read error occurred at LBA
read error | <address>-<address> of VD <name>.
occurred

WARNING Recoverable Recoverable write error occurred at LBA
write error | <address>-<address> of VD <name>.
occurred

ERROR Unrecoverable Unrecoverable read error occurred at LBA
read error | <address>-<address> of VD <name>.
occurred

ERROR Unrecoverable | Unrecoverable write error occurred at LBA

write error

<address>-<address> of VD <name>.
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occurred
INFO Dedicated PD <slot> has been configured to RG
spare <name> as a dedicated spare disk.
configured
INFO Global  spare | PD <slot> has been configured as a global
configured spare disk.
WARNING PD read error | Read error occurred at LBA
occurred <address>-<address> of PD <slot>.
WARNING PD write error | Write error occurred at LBA
occurred <address>-<address> of PD <slot>.
WARNING Parity wrong | The parity data is wrong at LBA
when scrubbing | <address>-<address> when scrubbing VD
<name>.
WARNING Data recovered | Data at LBA <address>-<address> has
when scrubbing | been recovered when scrubbing VD
<name>.
INFO PD freed PD <slot> has been removed from RG
<name>.
INFO RG imported Configuration of RG<name> has been
imported.
INFO RG restored Configuration of RG <name> has been
restored.
INFO VD restored Configuration of VD <name> has been

restored.

e Snapshot events

Level Type Description

INFO Snapshot The snapshot VD <name> has been
deleted deleted.

INFO Snapshot auto | The oldest snapshot VD <name> has been
deleted deleted to obtain extra snapshot space.

INFO Snapshot taken | A snapshot on VD <name> has been

taken.

INFO Snapshot Set the snapshot space of VD <name> to

space
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configured <number> MB.
INFO Snapshot Snapshot rollback of VD <name> has been
rollback started | started.
INFO Snapshot Snapshot rollback of VD <name> has been
rollback finished.
finished
WARNING Snapshot quota | The quota assigned to snapshot <name>
reached is reached.
iSCSI events
Level Type Description
INFO iSCSI login | iISCSI login from <IP> succeeds.
succeeds
INFO iSCSI login | iISCSI login from <IP> was rejected,
rejected reason [<string>]
INFO iSCSI logout iSCSI logout from <IP> was received,
reason [<string>].

Battery backup events

Level Type Description

INFO BBM sync data | Abnormal shutdown detected, start
flushing battery-backuped data (<number>
KB).

INFO BBM sync data | Abnormal shutdown detected, flushing
battery-backuped data finishes.

INFO BBM detected Battery backup module is detected.

INFO BBM is good Battery backup module is good.

INFO BBM is | Battery backup module is charging.

charging
WARNING BBM is failed Battery backup module is failed.
INFO BBM Battery backup feature is <item>.

JBOD events
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Level Type Description
INFO Disk inserted JBOD <number> disk <slot> is inserted
into system.
Warning Disk removed JBOD <number> disk <slot> is removed
from system.
ERROR HDD failure JBOD <number> disk <slot> is disabled.
INFO JBOD inserted | JBOD <number> is inserted into system
WARNING JBOD removed | JBOD <number> is removed from system
WARNING SMART T.E.C JBOD <number> disk <slot>: S.M.A.R.T.
Threshold Exceed Condition occurred for
attribute %s
WARNING SMART Failure | JBOD <number> disk <slot>: Failure to
get S.M.A.R.T information
INFO Dedicated JBOD <number> PD <slot> has been
spare configured to RG <name> as a dedicated
configured spare disk.
INFO Global spare JBOD <number> PD <slot>d has been
configured configured as a global spare disk.
WARNING PD read error Read error occurred at LBA
occurred <address>-<address> of JBOD
<number> PD <slot>.
WARNING PD write error Write error occurred at LBA
occurred <address>-<address> of JBOD
<number> PD <slot>.
INFO PD freed JBOD <number> PD <slot> has been
removed from RG <name>.

System maintenance events

Level Type Description

INFO System System shutdown.
shutdown

INFO System reboot | System reboot.

INFO FW upgrade Firmware upgrade start.
start

INFO FW upgrade Firmware upgrade success.
success

WARNING FW upgrade Firmware upgrade failure.
failure
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